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CHAPTER 0 (INTRODUCTION)
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FreeNAS is the world’s most downloaded Storage Operating System. It is open source and it is
free to use under the BSD License. It can be downloaded from
https://www.freenas.org/download.

Virtualbox by Oracle, is a free and open source Type 2 hosted x86 hypervisor software and can
be downloaded from https://www.virtualbox.org/wiki/Downloads. It runs on Windows, Linux,
MacOS and Solaris.

The motivation

In my day job, | built FreeNAS solutions with x86 servers, often using enterprise components -
Xeon CPUs, ECC RAM, Enterprise SSDs and HDDs, 10Gigabit Ethernet. Often, | do integration
work and testing for my customers.

Virtualbox and the FreeNAS downloaded ISO have been very competent in my testing and
integration development. So | have decided to document most of my work in this book and
hoping to share this experience with the FreeNAS community.

The approach

You can read about the features of FreeNAS in its documentation found here at
https://www.ixsystems.com/documentation/freenas/11.2-U5/freenas.html. The document is
helpful to understand FreeNAS well but it does not describe most real world situations well,
especially when it comes to integration with clients and applications.

The book is like a cookbook, full of step-by-step screenshots of getting FreeNAS and Virtualbox
running and working together in NAS and SAN networks. In addition, | also include some real
world experience which cannot be duplicated in the Virtualbox environment and hopefully, this is
helpful to all.

The versions

In the development of this book, | am using Virtualbox version 6.0.10 r132072 And FreeNAS
11.2-U5. | use Windows 7.0 as my client, Windows Server 2019 for Active Directory and iSCSI,
and CentOS 7.6 build 1810 as NFS client.

Continuous development

There is much to do to develop the content and the chapters of this book. It will be continuous
and on-going work and | do hope to get as much done as possible.
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CHAPTER 1 (VIRTUALBOX SETUP FOR FREENAS)
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Virtualbox is a Type 2 hypervisor application which runs on Windows, Linux and MacOS.
Virtualbox allows the creation of multiple virtual machines (VM) with guest OSes. In this book,
we will use Virtualbox to prepare the storage environment for FreeNAS for iSCSI SAN, NAS
(both SMB and NFS) as well as Object Storage.

Phase 1: (Preparation)
We start by preparing the Virtualbox VM and its requirement for FreeNAS.

!” Oracle VM VirtualBox Manager

i

= ¢ QR|wREe

Preferences  Import Export | New | Add

Welcome to VirtualBox!

The left part of application window contains global tools and lists all virtual machines
and virtual machine groups on your computer. You can import, add and create new
VMs using corresponding toolbar buttons. You can popup a tools of currently selected
element using corresponding element button.

You can press the F1key to getinstant help, or visit www.virtualbox.org for more
information and latest news.

Fig 1.1: This is the Virtualbox interface

Click on ‘New’ as shown in Fig 1.1.

&, Create Virtual Machine

Name and operating system

Please choose a descriptive name and destination folder for the new virtual
machine and select the type of operating system you intend to install on it. The
name you choose will be used throughout VirtualBox to identify this machine.

Name: FreeNAS 11

Machine Folder: . C:\Users\cfheoh\VirtualBox VMs v
Type:| [BsD v) E/
Version:| | FreeBSD (64-bit) %)

Expert Mode] [ Next ] [ Cancel
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In Fig 1.2, set the name of the Virtualbox VM. We use the following:

Name: FreeNAS 11
Type: BSD
Version: FreeBSD (64-bit)

If you can only find FreeBSD (32-bit) but not FreeBSD (64-bit) in the Version in Fig 1.2, you
need to enable the Virtualization feature, Intel VT or AMD-V, on your BIOS. Shutdown your OS
and boot to BIOS setup. This is a hardware feature of the computer that allows Intel or AMD
processors to have virtualization extension. After this feature is enabled, the FreeBSD (64-bit)
can be found in Virtualbox and selected.

@ Create Virtual Machine

Memory size

Select the amount of memory (RAM) in megabytes to be allocated to the virtual
machine.

The recommended memory size is 1024 MB.

|—J 16384 (5| MB

4MB 32768 MB

Next ] [ Cancel

Fig 1.3: Set the memory size for the FreeNAS VM

Memory size 16 x 1024 = 16384 MB. The minimum RAM size to run is 8192MB or 8GB. It can
run with 6GB but a message will pop up mentioning insufficient memory to install. This is OK
and FreeNAS will run with 6GB without much issue, as long as there is no high performance
requirement with the installation or its operations.
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@ Create Virtual Machine

Hard disk

If you wish you can add a virtual hard disk to the new machine. You can either
create a new hard disk file or select one from the list or from another location
using the folder icon.

If you need a more complex storage set-up you can skip this step and make the
changes to the machine settings once the machine is created.

The recommended size of the hard disk is 16.00 GB.

() Do not add a virtual hard disk
@ Create a virtual hard disk now

() Use an existing virtual hard disk file

Empty

[ Create ][ Cancel ]

Fig 1.4: Create the hard disk drive for FreeNAS

U Create Virtual Hard Disk

Hard disk file type

Please choose the type of file that you would like to use for the new virtual hard disk.
If you do not need to use it with other virtualization software you can leave this
setting unchanged.

@ VDI (VirtualBox Disk Image)

() VHD (Virtual Hard Disk)
(7) VMDK (Virtual Machine Disk)

Expert Mode] [ Next ] [ Cancel

Fig 1.5: VDI is the default disk image of Virtualbox
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@ Create Virtual Hard Disk

Storage on physical hard disk

Please choose whether the new virtual hard disk file should grow as it is used
(dynamically allocated) or if it should be created at its maximum size (fixed size).

A dynamically allocated hard disk file will only use space on your physical hard
disk as it fills up (up to a maximum fixed size), although it will not shrink again
automatically when space on itis freed.

A fixed size hard disk file may take longer to create on some systems but is often
faster to use.

@ Dynamically allocated

() Fixed size

[ Next H Cancel ]

Fig 1.6: Dynamic allocation is the default

@ Create Virtual Hard Disk

File location and size

Please type the name of the new virtual hard disk file into the box below or dick on
the folder icon to select a different folder to create the file in.

r0| l

Select the size of the virtual hard disk in megabytes. This size is the limit on the
amount of file data that a virtual machine will be able to store on the hard disk.

{J | 25.00 GB

4.00 MB 2.00TB

[ Create ][ Cancel

Fig 1.7: Name the disk rO for the root disk
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In our Virtualbox setup, we name the root disk as r0’ and use 25GB instead of the default

16GB. This root disk is where the FreeNAS OS will be installed. In a real setting, we
recommend the root disk to be a read-intensive or mixed workload SSD (solid state drive).

General
System
Display
Storage

Audio
Network

Serial Ports
USB

Shared Folders

User Interface

AbSPavENF N

Storage

Storage Devices -

@ Controller: IDE

r0.vdi
rivdi

Type: -
O Empty e
Size: -

@ S

Attributes
Optical Drive: [IDE Secondary Master v ] Q
[ Live co/oVD
Information
Location: -
Attached to: -
[ oK ] [ Cancel

Fig 1.8: 2 OS hard disk drives created for resiliency reasons.

We encourage the creation of a second hard disk drive, named as ‘r1’. During installation, we
will mirror ‘r0” and ‘r1” in a RAID-1 configuration. This is to provide high resiliency should of the
OS disk fails. Again, in a real setting, this should be 2 SSDs mirrored.
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General Storage

System Storage Devices Attributes

Display @ Controller: IDE Optical Drive: [IDE Secondary Master v ]‘Q‘
r0.vdi @ Choose Virtual Optical Disk File...

Storage G rivdi Informz Host Drive 'D:'

Audio e FreeNAS-11.2-U4 1o

Remove Disk from Virtual Drive

Attached to: -

Network

Serial Ports

USB

Shared Folders

User Interface

AheSYhaeE N F M

@@

Fig 1.9: Using a virtual CDROM to install FreeNAS 1ISO

In Fig 1.9, we load the virtual CDROM with the downloaded FreeNAS-11.2U4.1 ISO

“*  Name Date modified Type Size
|€4 14393.0.161119-1705.RS1_REFRESH_SERV...  4/3/2017 1:39 PM Disc Image File 6,808,810 KB
|03 CentQS-7-x86 64-DVD-1810 5/26/2019 8:16 PM Disc Image File 4,481,024 KB
| | ) FreeNAS-11.2-U41 5/24/20198:24 PM  Disc Image File 587,276 KB
|£4] Win10_1607_English_x64 7/18/2017 241 PM  Disc Image File 4,271,722 KB

m

-

e name: FreeNAS-11.2-U4.1 v | All virtual optical disk files (*.dr v
[ Open |v] [ Cancel ]

Fig 1.10: Select the FreeNAS ISO from the pop-up window

Phase 2 (Settings)
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Click on ‘Settings’ to set up the storage hard disk drives and

in Fig 1.11.

networking for the FreeNAS VM as

39 Oracle VM VirtualBox Manager [el[@]=]
B = (@] o »-
New |Settings | Discard  Start
== — = ceneral [ preview
’ @ = Name: FreeNAS 11
Operating System: ~ FreeBSD (64-bit)
Settings File Location:  C:\Users\cfheoh\VirtualBox VMs\FreeNAS 11
[®] system
Base Memory: 16384 MB FreeNAS 11
BootOrder:  Floppy, Optical, Hard Disk
Acceleration:  VT-x/AMD-V, Nested Paging
=] pisplay
Video Memory: 16 MB
Graphics Controller: VBoxVGA
Remote Desktop Server: Disabled
Recording: Disabled
Storage
Controller: IDE
IDE Primary Master: FreeNAS 11.vdi (Normal, 16,00 GB)
IDE Secondary Master: [Optical Drive] Empty
({0 Audio
Host Driver: Windows DirectSound
Controller:  ICH AC97
&P Network
Adapter 1: Intel PRO/1000 MT Desktop (NAT)
(5 uss
USB Controller: OHCI
Device Filters: 0 (0 active)
[Tl Shared folders
None
@& Description
None
Fig 1.11: Click ‘Setting’ to begin Phase 2 of FreeNAS VM setup
@ General Storage
System Storage Devices Attributes
@ Disol @ Controller: IDE Optical Drive: [IDE Secondary Master n ] @
isplay
B ro.vdi [7] Live cD/DVD
Storage B rivdi Information
. Type: Image
(D] Audio O FreeNAS-11.2-U4. Liso BrE G
Size: 573.51MB
@] Network Location: C:\Users\cfheoh\Downloads\ISO\...
Attached to: --
® Serial Ports
Y USB .
& Add IDE Controller
[] Shared Folders Add SATA Controller
Add SCSI Controller
E User Interface

Add SAS Controller |

Add Floppy Controller
Add USB Controller

Add NVMe Controller

@@Ea@{)@& ”

[

OK

][ Cancel ]

Fig 1.12: Create a new SAS controller for the hard disk drives
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In Fig 1.12, we create a new SAS controller for the hard disk drives. In Virtualbox, you can
create SATA, SCSI, SAS, NVMe Storage Controller for HDDs (hard disk drives) and SSDs
(solid state drives). Each has its performance and resiliency features. In a real setting, it is best
to have at least 2 storage controllers of the chosen interface (SAS, SATA, SCSI or NVMe).
During creation of a VDEV (virtual device), it is best to select drives from both controllers for

resiliency and performance reasons.

More details of VDEV later when we go deeper on the ZFS filesystem.

[Creabe new disk] [Choose existing disk] [ Cancel

@ General Storage
System Storage Devices Attributes
. @ Controller: IDE Name: SAS
@ Display
B ro.vdi Type: LsiLogic SAS
i3 & rivdi Port Count: 0
(DD Audio @ FreeNAS-11.2-U4. Liso —
Controller: SAS [
@] Network & @ ﬁ
f N
@ Serial Ports (=) VirtualBox - Question ? &
& use ™ You are about to add a virtual hard disk to
' controller SAS.
D Shared Folders Would you like to create a new, empty file to
hold the disk contents or select an existing one?
lf] User Interface

=

Q4@

4>

("] Use Host I/O Cache

OK

H Cancel ]

Fig 1.13: Create new disk on the new SAS controller
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In this book, we have created 12 SAS HDDs named ‘d0’ to ‘d11’. These HDDs will be used for
VDEVs and zpool.

Storage Devices

e Controller: IDE
r0.vdi
r1.vdi
(&) FreeNAS-11.2-U4.Liso
.= Controller: SAS oG5S
d0.vdi
d1.vdi
d2.vdi
d3.vdi
d4.vdi
dS.vdi
dé.vdi
d7.vdi
d8.vdi
d9.vdi
d10.vdi

ONONONONOND

ONONONONOND

dil.vdi

Q4@

Fig 1.14: Storage configuration for the FreeNAS VM

In Fig 1.14, we have a total of 2 x SSDs which are ‘r0’ and ‘r1’. This is from the IDE controller
together with the virtual CD-ROM. The SAS controller has 12 x HDDs, which are ‘d0’ to ‘d11’.
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We finalize the FreeNAS VM configuration with the network configuration. In Virtualbox, there

are several network modes.

Not attached

NAT

NAT Network
Bridged Adapter
Internal Network
Host-only Adapter
Generic Driver

More details of each network mode are found at https://www.virtualbox.org/manual/ch06.html

Shared Folders

User Interface

@ General Network
@ System Adapter 1 | Adapter 2 Adapter 3 Adapter 4
@ Display Enable Network Adapter
7o) Attached to: |[NAT =
W Storge . Not attached
ame: |NAT
(Dj Audio PR TOR P —
> Advanced Bridged Adapter
nternal Networ
@ Network Host-only Adapter
) Generic Driver
§ Serial Ports
19 use

OK ][ Cancel ]

Fig 1.15: Network mode Bridged Adapter

In this book, we choose ‘Bridge Adapter’ network mode to allow both the FreeNAS to network
with the host OS of the Virtualbox and the FreeNAS VM. This network mode makes both the
host OS and the FreeNAS VM as 2 separate network entities in a single subnet and is important
for both client and server communications.
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CHAPTER 2 (FREENAS INSTALLATION)
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Phase 1 FreeNAS installation

This chapter begins the FreeNAS VM installation. FreeNAS installation are in 2 phases:
e With the CD-ROM (Phase 1) to install the FreeNAS OS
e Without the CD-ROM to install the remainder of the OS software and drivers

File Machine Help

npw g o i;\>
ﬁ]gtj Tools i1.\,,,1‘é \\,-,_,\)A hd
New Settings card] Start
=P 9= [=] General =] preview
» I —
) © 0=  Name: FreeNAS 11
Operating System: FreeBSD (64-bit)
Settings File Location:  C:\Users\cfheoh\VirtualBox VMs\FreeNAS 11
m System

Base Memory: 16384 MB
Boot Order: Optical, Hard Disk
Acceleration:  VT-x/AMD-V, Nested Paging

Fig 2.1: Press ‘Start’ to begin FreeNAS installation

——N =

—FreeNAS Installer
Boot FreeNAS Installer [Enterl +mmdhs/ . » . - +*sydmNMm
Boot FreeNAS Installer (Serial Console)hMMMMMMdydNMMMMMMMMM :

yMMMMMMMMMMMMMMMNNNO
Options: /MMMMMMMMMMMMMMMmho .

3. Configure Boot Options... NMMMMMMMMMMMMMMMMm : ..:'yN
MMMMMMMMMMMMMMMmMNmd dmydmNMMo
mMMMMMMMMMMMMMS . ~ymMMMMMMmy -
* NMMMMMMMMMMMM . *.oMMm-"

-mMMMMMMMMMMMmo ~ : ~yNMh .
. mhd MMMMMMMMMMMMMMMh /
+' " +ymMMMMMMNmy +°

o= e, (#] Right Ctrl
Fig 2.2: The FreeNAS Installer

Hit ‘Enter’ to the FreeNAS Installation Menu.
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File Machine View Input Devices Help

FreeNAS 11.2-U4.1 Console Setup

Install/Upgrade

Z Shell
3 Reboot System
4 Shutdown System

<Cancel>

Fig 2.3: FreeNAS installation menu

Select ‘1’ to begin the FreeNAS installation. Hit ‘OK’ to continue.

Choose destination media
Select one or more drives where FreeNAS should be
installed (use arrow keys to navigate to the drive(s)
for installation: select a drive with the spacebar).

[*] ada® UBOX HARDDISK —- 25.0 GiB
[x1Radal
[ 1 da® UBOX HARDDISK -- 16.0 GiB
[ 1 dal UBOX HARDDISK -- 16.0 GiB
[ 1 daZ UBOX HARDDISK -- 16.0 GiB
[ 1 da3 UBOX HARDDISK -- 16.0 GiB
[ 1 da4 UBOX HARDDISK -- 16.0 GiB
[ 1 da5 UBOX HARDDISK -- 16.0 GiB
[ 1 dab UBOX HARDDISK -- 16.0 GiB
[ 1 da? UBOX HARDDISK -- 16.0 GiB
<Cancel>

71z

Fig 2.4: Disk selection menu

In Fig 2.4, select ‘ada0’ and ‘ada1’ as the target disks for the FreeNAS OS. These 2 HDDs

correspond to r0’ and ‘r1’ in the Virtualbox storage disk setup in the previous chapter. Use the

‘spacebar’ to select the disks. Hit ‘OK’ to continue.
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Fig 2.5: A warning message that it will erase the data of the target installation disks

6 6 FE 26 FEFE I

fakakakakakakaka 3

Fig 2.6: Key in the root password

<I300t via BIOS>

Fig 2.7: Select booting in BIOS or UEFI mode

Both BIOS and UEFI are low-level firmware that help bootstrap your server and load the
necessary software code to boot FreeNAS. BIOS is an aging technology and will soon be
replaced completely by UEFI. Most modern servers already support UEFI and FreeNAS has no
problems booting either in BIOS mode or UEFI mode. However, we encourage you to look at
the hardware compatibility lists or the FreeNAS forums for any complications with UEFI.

In this book, we select BIOS since it is the installation default.
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2097152 bytes transferred in 0.065001 secs (32263216 bytess/sec)
d: sdevrsadal: end of device

3+0 records in

Z+0 records out

2097152 bytes transferred in 0.020657 secs (101524996 bytes/sec)
da® created
daOpl added

daOp2 added

mirror: Invalid class name.

da® destroyed

dal created

dalpl added

dalp2 added

mirror: Invalid class name.
adal destroyed
lada® created
adaOpl added
adaOp2 added
active set on adaO®
ladal created
adalpl added

adalp2 added
active set on adal

Installing base-os (1 of 4)
....10....20....30....40....50....60....70....

Fig 2.8: Console messages during installation.

The FreeNAS installation on ada® adal succeeded!?
Please reboot and remove the installation media.

Fig 2.9: Phase 1 (with the CD-ROM) is complete

FreeNAS 11.2-U4.1 Console Setup -

Install/Upgrade

Shell
Rehnnt Q:'IC““PM

Shutdown System

By 0N -

<Cancel>

Fig 2.10: Select ‘4’ to shutdown the FreeNAS installation after Phase 1 completion
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Storage

Storage Devices Attributes

@ controller: IDE - Optical Drive: |IDE Secondary Master v | (2|

r0.vdi &) Choose Virtual Optical Disk File...
rivdi Inform Host Drive 'D:'

@ Controller: SAS @ Remove Disk from Virtual Drive
doO.vdi Attached to: FreeNAS 11

m

di.vdi
d2.vdi
d3.vdi

d4.vdi
dS.vdi
dé.vdi
d7.vdi

-

e @

Fig 2.11: Remove the virtual CDROM

INONONONONONONOND

Once the FreeNAS is shutdown, it returns to the Virtualbox settings. In Fig 2.11, remove the
virtual CD-ROM to continue with Phase 2 of the FreeNAS installation. If the virtual CD-ROM is
not removed, it will repeat Phase 1 installation.
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Phase 2 FreeNAS installation

-\ S == -

___IN
elcome to

Boot FreeNAS [Enter] +mmdhs/ . , .

:+sydmNMm

Boot FreeNAS (Serial Console) hMMMMMMdydNMMMMMMMMM :

yMMMMMMMMMMMMMMMNNN O
Options: /MMMMMMMMMMMMMMMmho . .
3. Configure Boot Options... NMMMMMMMMMMMMMMMMmM : ..:yN
4. Select Boot Environment... MMMMMMMMMMMMMMMMMNmd dmydmNMMo
mMMMMMMMMMMMMMSs . ~ymMMMMMMmy -
:NMMMMMMMMMMMM . ©.oMMm-"
-mMMMMMMMMMMMmo .~ : ~yNMh .
. mhd MMMMMMMMMMMMMMMh /
+ " +ymMMMMMMNmy +°

Fig 2.12: FreeNAS Installer

at mptO bus O scbus2 target 8 lun O
: <UBOX HARDDISK 1.0> Fixed Direct Access SPC-3 SCSI device
: 300.000MB/s transfers
: Command Queueing enabled
: 16384MB (33554432 512 byte sectors)
at mptO bus O scbusZ2 target 9 lun O
: <UBOX HARDDISK 1.0> Fixed Direct Access SPC-3 SCSI device
: 300.000MB/s transfers
: Command Queueing enabled
¢ 16384MB (33554432 512 byte sectors)
at mptO bus O scbusZ2 target 10 lun O
: <UBOX HARDDISK 1.0> Fixed Direct Access SPC-3 SCSI device
: 300.000MB/s transfers
: Command Queueing enabled
: 16384MB (33554432 512 byte sectors)
at mptO® bus O scbusZ2 target 11 lun O
: <UBOX HARDDISK 1.0> Fixed Direct Access SPC-3 SCSI device
: 300.000MB/s transfers
: Command Queueing enabled
: 16384MB (33554432 512 byte sectors)
: unblocking device.
rying to mount root from zfs:freenmas-boot/RO0T/default [1...

middlewared: loaded plugin system emo:

ged to UP

Fig 2.13: Installation messages on the console

link state char
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DNS_reentrancy (0)

Creating and/or trimming log files.
Starting syslog_ng.

Starting watchdogd.

Setting up system for textdumps.

debug .ddb.textdump.pending: O

debug .debugger_on_panic: 1 -> 1

debug .ddb.capture.bufsize: 49152 -> 4194304

Starting ntpd.

Starting smartd_daemon.

May 28 22:42:52 freenas smartd[3029]1: Configuration file susrs/locals/etcs/smartd.c
onf parsed but has no entries

Starting rrdcached.

O semi-random bytes loaded

Generating DH parameters, 2048 bit long safe prime, generator 2

This is going to take a long time

Fig 2.14: More installation messages on the console

FreeBSD-samd64 (freenas.local) (ttyv?)

Console setup

Conf igure
Conf igure
Conf igure
Conf igure
Conf igure
Conf igure

Network Interfaces
Link Aggregation
ULAN Interface
Default Route
Static Routes

DNS

Reset Root Password
Reset Configuration to Defaults

Shell
Reboot

11) Shut Down

The web user

interface is at:

http:/,192.168.1.11

Enter an option from 1-11:

Fig 2.15: The Console Setup 1-11 menu

Once FreeNAS installation is complete, the Console setup will appear. It has a 1-11 Menu of
configuration options. In previous versions of FreeNAS, there were 9 or 12 options to configure.
By default, the network interface automatically receives a DHCP IP address. In the example in
Fig 2.15, the IP address 192.168.1.11 is taken by FreeNAS right after the installation.
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It is important to set a fixed IP address for FreeNAS rather than a DHCP given one. FreeNAS is
a storage server that provide NAS and SAN services to respective clients and initiators, and the
IP address must never change. To change to a fixed IP address, follow the instructions on Fig
2.16 below:

The web user interface is at:

ttp:r//7192.168.1.11

Enter an option from 1-11: 1

1) emO

Select an interface (g to quit): 1

Remove the current settings of this intg¢rface? (This causes a momentary disconne
tion of the network.) (ysm) n
onf igure interface for DHCP? (ysm) n

onf igure IPu4? (ys/n) y
Interface name:em0®
Several input formats are supported
[Example 1 CIDR Notation:
192.168.1.1/24
Example 2 IP and Netmask separate:
IP: 192.168.1.1
Netmask: 255.255.255.0, /24 or 24
IPv4 Address:192.168.1.101/24
Saving interface configuration: 0k
Co B P

Fig 2.16: Select ‘1’ to configure network interfaces.

The first network interface name is usually emO. If there are others, they default to em1, em2
and so on. In our example, we configure the fixed IP address to be 192.168.1.101/24, which
subnets to 255.255.255.0.

Restarting network: ok

Console setup

Conf igure Network Interfaces
Conf igure Link Aggregation
Conf igure ULAN Interface
Conf igure Default Route
Conf igure Static Routes
Conf igure DNS
Reset Root Password
Reset Configuration to Defaults
Shell

10) Reboot

11) Shut Down

The web user interface is at:

Fig 2.17: The fixed IP address configured
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Once the fixed IP address is configured, we can continue the installation and configuration
through the GUI interface using a supported web browser. Both Firefox and Chrome work well.

® % 192.168.1.101/ui/sessions/signi

LOG IN

LEGACY WEB INTERFACE

Fig 2.18: New FreeNAS web login GUI

Beginning with version 11.2, FreeNAS is replacing the older web interface with a more modern
one. This is based on Angular JS. Users who are familiar with the older, legacy web interface
can still switch back but the older web interface will soon be deprecated in future releases. The
button below the ‘LOGIN’ allow users to switch to the older web interface, and switch back to
the newer web interface.

Fig 2.19 shows the login of the older web interface.

Welcome to FreeNAS®

Username: { rood

Password: eeeeeeee

i 0Fsystems

New Web Interface

Fig 2.19: FreeNAS older web login interface
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Shutdown FreeNAS

Shutting down FreeNAS can be completed via the Console or the Web GUI. To complete our
installation of this exercise, select ‘11’ to shutdown.

Console setup

Conf igure Network Interfaces
Configure Link Aggregation
Conf igure ULAN Interface
Conf igure Default Route
Conf igure Static Routes
Conf igure DNS
Reset Root Password
Reset Configuration to Defaults
Shell
Reboot
11) Shut Down

The web user interface is at:

http:,/,192.168.1.101

Enter an option from 1-11: 11
Confirm Shutdown (ys/m): y

Fig 2.20: FreeNAS shutdown
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CHAPTER 3 (POST INSTALLATION CONFIGURATION)
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Post Installation Configuration

After the installation is completed, there are some housekeeping tasks to consider. These
include post installation configurations which prepare the FreeNAS server to run and operate
effectively. These configurations include setting up DNS correctly, default routing, network time
services and more.

Configure DNS (for Active Directory and DNS Resolution)

Typically FreeNAS will receive the DNS (Domain Name Server) servers’ IP addresses provided
by the DHCP service. This is OK if FreeNAS is used in a Windows Workgroup environment.
However, in most network setup today where Windows is prevalent, Active Directory (AD) is
important for user and service authentication, as well as access control.

In an AD domain, there is a domain controller which is also likely to be the primary DNS server
for the domain. Therefore, we can setup FreeNAS to join the AD domain by setting the IP
address of the DNS server of the domain. In our setup, the DNS server IP address is
192.168.1.100.

Console setup

Configure Network Interfaces
Configure Link Aggregation
Configure ULAN Interface
Conf igure Default Route
Configure Static Routes
Conf igure DNS
Reset Root Password
Reset Configuration to Defaults
Shell

10) Reboot

11) Shut Down

The web user interface is at:

http:/-192.168.1.10601

Enter an option from 1-11: 6

DNS Domain [locall:katana.localdomain

Enter nameserver IPs, an empty value ends input
DNS Nameserver 1:192.168.1.100

DNS Nameserver 2:1.1.1.1

DNS Nameserver 3:8.8.4.4

Fig 3.1: Setting up the DNS servers

DNS Name Server 1: 192.168.1.100 (DNS Server of the AD domain)
DNS Name Server 2: 1.1.1.1 (external DNS server - CloudFlare)
DNS Name Server 3: 8.8.4.4 (external DNS server - Google)

Private and Confidential Property of Chin-Fah, Heoh (chinfah@katanalogic.com) -30 -




Configure Default Route

It is useful to configure the default route to ensure efficient networking.

Console setup

1) Configure Network Interfaces
2) Configure Link Aggregation
3) Configqure ULAN Interface
igure
6) Configure DNS
7) Reset Root Password
8) Reset Configuration to Defaults
9) Shell
10) Reboot
11) Shut Down

The web user interface is at:

http:/,192.168.1.101

Enter an option from 1-11: 4
Fig 3.2: Configuring default route

Select (4) from the 1-11 console to Configure Default Route as shown in Fig 3.2.

Enter an option from 1-11: 4

Conf igure IPv4 Default Route? (y/n)
IPv4 Default Route [192.168.1.113192.168.1.1

Saving IPv4 gateway: 0Ok
Conf igure IPub Default Route? (ysmnin

Fig 3.3: Configuring the IPv4 default route

In Fig 3.3,

Configure IPv4 Default Route? : y
IPv4 Default Route [ ]: 192.168.1.1
Configure IPv6 Default Route? : n

After the Default Route has been set, test by pinging to a domain name through the shell.
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GUI Post Installation Configurations

The FreeNAS dashboard is the first page shown after logging in.

= c @ D /4 192168.1101

W FreeNAS = «

d

|X BANDWIDTH

8 root FreeNAS-11.2-U4.1

Network Info
Primary NIC

EDIT INTERFACES

Memory Usage CPU Usage

of 16618 total %of all cores.

REPORTS REPORTS

Fig 3.4: FreeNAS Dashboard

Fig 3.5: Change the theme

To change the theme of the WebGUI interface, select the “bucket” logo on the top right corner.
We have chosen the theme iXBlue for a better view in this book.

Private and Confidential Property of Chin-Fah, Heoh (chinfah@katanalogic.com) -32-




W FreeNAS

Dashboard FreeNAS® © 2019 - iXsystems, |
X4
) BANDWIDTH
oot .

B3 Dashboard Pro

Intel(R) Core(TM) i7-2600 CPU @ 3.406Hz (1 cores)
ah  Accounts - Mer

16 GiB
[ system - HostName: Network Info

freenas katana.localdomain Primary NIC
[ Tasks - e

CHECK FOR UPDATES 413AM up 28 mins, 0 users EDIT INTERFACES
XA Network -
2= Storage -
@ Directory Services
BB sharing -
I Services
M Plugins -
Memory Usage CPU Usage

&I weils of 1668 total %ot allcores
@ Reporting REPORTS REPORTS

Fig 3.6: The theme is iXBlue

Configuring Common Systems settings

- I System .

General

NTP Servers

Boot Environments

Advanced

Email

System Dataset

Alert Services

Alert Settings

Cloud Credentials

Tunables

Update

CAs

Certificates

Support

Fig 3.7: System configuration view on the left navigation column
The typical configuration settings, as shown in Fig 3.8 below are:
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e WebGUI IPv4 Address: 192.168.1.101 (This is the HTTP browser IP address)
e Timezone: Asia/Kuala_Lumpur

Protocol

HTTP

WiebGUI IPv4 Address
192.168.1.101

WebGUI IPv6 Address

WebGUI HTTP Port
80

WebGUI HTTPS Port
443

Language
English

Console Keyboard Map

Timezone

Asia/Kuala_Lumpur

ML)

~®

ML)

~®

Syslog level
Info

Syslog server

SAVE SAVE CONFIG UPLOAD CONFIG m
—

MLOJ

Fig 3.8: System > General

Click ‘SAVE’ to set the settings.

Restart Web Service

The web service must restart for the protocol changes to take effect. The Ul will be
temporarily unavailable. Restart the service?

Confirm CANCEL CONTINUE

Fig 3.9: Pop up message to restart Web Service after saving setting

A pop up message appears to ‘Restart Web Service’ after saving the settings. Click
‘CONTINUE’ to restart. It takes a few seconds to get a refreshed WebGUI interface.

Another good practice is to save the FreeNAS system configurations in a file. This is useful

when FreeNAS is upgraded or reinstalled, but you wish to reuse the previous configuration.
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Protocol

HTTP ~®
WebGUI IPva Address

192.168.1.101 > ®
ViebGUI IPv6 Address

. - @
WebGUI HTTP Port

80 ®
WebGUI HTTPS Port

443 ®
Language

English > ®
Console Keyboard Map - @
Timezone

Asia/Kuala_Lumpur > ®
Syslog level

Info > ®
Syslog server ®

UPLOAD CONFIG RESET CONFIG

Fig 3.10: Save the FreeNAS system configuration

Click the ‘SAVE CONFIG’ button to save the system configuration to a file on the computer.

Save Configuration

WARNING: This configuration file contains system
passwords and other sensitive data.

O Export Password Secret Seed

Including the Password Secret Seed allows using this
configuration file with a new boot device. This also decrypts
all system passwords for reuse when the configuration file
is uploaded.

Keep the configuration file safe and protect it from

unauthorized access!
-

Fig 3.11: A pop up message about Save Configure

After the pop-up message, click ‘SAVE’.
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Opening freenas-FreeNAS-11.2-U4.1-20190602113457.db u

You have chosen to open:
%, freenas-FreeNAS-11.2-U4.1-20190602113457.db

which is: db File
from: http://192.168.1.101

What should Firefox do with this file?

© Openit

©@Save File

Do this automatically for files like this from now on.

| ok | [ conce

Fig 3.12: Save the configuration file to the computer

The file will be saved to the computer with the format of hostname-version-timestamp.db as
shown above in Fig 3.12

m SAVE CONFIG UPLOAD CONFIG RESET CONFIG

Fig 3.13: Upload Config

Upload Config
The system will reboot to perform this operation!
All passwords are reset when the uploaded configuration

database file was saved without the Password Secret Seed.

Select Configuration File (3)

freenas-FreeNAS-11.2-U4.1-20190602113538.db

—

Fig 3.14: Upload Config File in the pop up message
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NTP Servers

NTP, or Network Time Protocol servers are important to ensure that there is time

synchronization for time-based services. Active Directory relies on NTP for its authentication
and authorization services to work.

By default, FreeNAS already has 3 NTP servers from freebsd.pool.ntp.org setup.

NTP Servers R — m

Address Burst IBurst Prefer Min. Poll Max. Poll
0.freebsd.pool.ntp.org no yes no 6 10
1.freebsd.pool.ntp.org no yes no 6

2 freebsd.pool.ntp.org no yes no 6

1-30f3

Fig 3.15: Adding new NTP server

For Active Directory domain configuration, select ‘ADD’ on the top right corner to add the NTP
server. Typically in most setup, the NTP server is also the AD domain controller.

|1921681 100] ! @
Osust ®

1Burst @
Prefer @

Min. Poll

6
10
m CANCEL
Fig 3.16: NTP Server Configuration

Address: 192.168.1.100
Check boxes for

e |Burst
e Prefer
e Force

Click ‘SAVE’ to add the new NTP Server
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Other post install configurations

One useful configuration is to setup the console messages for the WebGUI interface, System >
Advanced

Show Text Console without Password Prompt @

D Enable Serial Console @

Swap sizein GiB *

2 ®
D Enable autotune @

D Enable Debug Kernel @

Show console messages @

MOTD Banner

Welcome to FreeNAS

Fig 3.17: Console at the bottom

Check the box ‘Show console messages’. The console appears at the bottom of the WebGUI
after click ‘SAVE’.

O Check to stop refresh CLOSE

Fig 3.18: Pop up console

When you on the console at the bottom, the console pops up in front of the WebGUI browser.
The console shows system messages, alerts and is useful for information and troubleshooting.
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Configure Email Alerts

In a production environment, it is important for the FreeNAS to send system messages, disk
scrub info, alerts and possible hardware issues to the administrator or the support email.

The root user will send these messages and the first step is to configure the root user’s email
address.

On the left navigation column, Account > Users as shown below in Fig 3.19.

- Accounts -
Groups
Users

Fig 3.19: Accounts > User

In Fig 3.20, the root user is on top of the Users table. Click on the ‘Edit’ button.

Users Q Filter Users COLUMNS  ~ m

Username Home directory Shell Full Name Lock User

root /[root /usr/local/bin/zsh root no ml

Fig 3.20: Edit root user

Name & Contact

Full Name *

root ®

Usemame

Email

freenas11@katanalogic.com

Password Q ®

Confirm Password

Fig 3.21: Configure email of root user

In our example, we configured the email to be freenas11@katanalogic.com.

In the email server, the user freenas11@katanalogic.com should have been setup as an email
account.

Private and Confidential Property of Chin-Fah, Heoh (chinfah@katanalogic.com) -39 -




To configure the FreeNAS to send email from root to the email address,

D_ System -
General
NTP Servers
Boot Environments

Advanced

Email

Fig 3.22: System > Email

From E-mail

root@katana.localdomain

‘Outgoing Mail Server
mail katanalogic.com

Mail Server Port

1000

Security
Plain (No Encryption) v

SMTP Authentication ®

Jsermname *

reenas’1@katanalogic.com ®

Enter the password to submit settings change]

Password

® 0

e [ sooun

Fig 3.23: SMTP server configuration

In Fig 3.23,

From Email: root@katana.local domain (any simplified name is helpful)

Outgoing Mail Server: mail.katanalogic.com (SMTP server)

Mail Server Port: 1000 (SMTP server port)

Check SMTP Authentication, with Username freenas11@katanalogic.com and Password
Click ‘SAVE'.
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Click ‘SEND MAIL’ to test the email setup.

A email

Test email sent!

CLOSE

Fig 3.24: Pop up for Email sent.

If this is configured correctly, you should receive a test email from root@katana.localdomain in
the freenas11@katanalogic.com mailbox.

In our support setup, the freenas11@katanalogic.com redirect to support@katanalogic.com

Configure email to a Gmail mailbox

There are situations where you do not have a company email address to handle the FreeNAS
emails. You can setup Google Gmail to handle that. The setup is the same as the above, except
that Gmail rejects authentication from sources that it considers insecure. When testing ‘SEND

MAIL’, you will receive a pop up messages as in Fig 3.25.

EMAIL

[EAUTH] Authentication error (535): b'5.7.8 Username and Password not

accepted. Learn more at\n5.7.8 https://support.google.com/mail/?
p=BadCredentials pSsm16718677pga.40 - gsmtp'

CLOSE

Fig 3.25: Gmail authentication error

Go to your Gmail account and select ‘Security’.

Private and Confidential Property of Chin-Fah, Heoh (chinfah@katanalogic.com) -41 -




Google Account

Home

(D)

Personal info

Data & personalization

®|0

Security

2. People & sharing

v

= Payments & subscriptions
Help
D Send feedback

Fig 3.26: Google Gmail Security

Less secure app access (\

To protect your account, apps and devices that use less secure sign-in

technology are blocked. Learn more

@ off

Turn on access (not recommended)

Fig 3.27: Turn on access for less secure app access

As in Fig 3.27, click “Turn on access (not recommended’ for Less secure app access.
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< Less secure app access

Some apps and devices use less secure sign-in technology, which makes your account more vulnerable
You can turn off access for these apps, which we recommend, or turn on access if you want to use them

despite the risks. Learn more
F

Allow less secure apps: ON

Fig 3.28: Slide Allow less secure apps: ON

Remote Access from Public Internet with Port Forwarding and Dynamic DNS

In a production environment, the FreeNAS storage could be housed in a secure server rack of a
data center. Physical access is restricted and the system administrator is required to access the

FreeNAS storage from outside the network through the public Internet.

There are 2 things to consider to allow access
1) Port Forwarding
2) Dynamic DNS
In the diagram Fig 3.29 below, the system administrator at a remote location wants to access
the FreeNAS in the internal LAN through the public Internet.

-= -~ Public facing Internet IP Address
b (Dynamic) Eg. 175.140.121.226

R Router .
Modem

I

! 192.168.1. 101\l ‘ e
\\ /s System Administrator accessing the
N ,/ FreeNAS remotely over the public
Y 5‘ L7 Internet

FreeNAS _

Public
Internet

Fig 3.29: Remote access network diagram
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He or she can access the FreeNAS either through a secure shell via SSH (well known TCP port
22) or via the WebGUI (well known port HTTP port 80 or HTTPS port 443). In some
organizations, the Router Modem is usually the network equipment that is connected to the
public Internet. In other organizations there may be firewalls in place. Either or, a connection
must be configured to allow the system administrator at the remote location to access the
FreeNAS storage. One simple way is to setup and configure Port Forwarding on the Router
Modem device.

The Router Modem has a public Internet facing interface. To find out its public Internet IP
address, Google “what is my ip”. The result is shown below (Fig 3.30):

GO g|e what is my ip Q

Q Al @ Maps [ Videos @ News () Images i More Settings  Tools

About 1,070,000,000 results (0.84 seconds

175.140.121.226

Your public IP address

-> Learn more about IP addresses

Fig 3.30: Result from Google of ‘what is my IP’

Our example shows 175.140.121.226 as our public Internet IP address. Typically this IP
address is not a fixed IP address, but a dynamic IP, where it can change from time to time. We
will discuss how we can overcome this part in the Dynamic DNS section, but for now, we will
use the given public Internet IP address to setup Port Forwarding.

Private and Confidential Property of Chin-Fah, Heoh (chinfah@katanalogic.com) -44 -




The setup of Port Forwarding is configured at the Router Modem or the Firewall device. There
are many brands and models of routers and firewalls in the market and each is different. The
Port Forwarding feature is common and can be intuitively configured.

In my case, | have a ZTE H267A Router Modem (Fig 3.31).

Z I E Current Time: 2019-07-18T15:43 tmadmin Logout

Home Internet Local Network VolIP Management & Diagnosis

Status IP Address Mapping DMZ

WAN
Clear Control Page Information
This page provides the function of port forwarding parameter(s) configuration.

QoS

Seauily v Port Forwarding

NAT
What should be noticed when configuring port forwarding?

Parental Controls

¥ New Item ® On off o
DDNS
SNTP Name
Port Binding Protocol Tcp B
Dynamic Routing WAN Connection PPPoE E‘
WAN Host IP Address o .0 .0 .o ~lo Lo .o .o

Multicast

Port Locating EANEoet

WAN Port =

LAN Host Port =

—
Fig 3.31: Port Forwarding Interface of the ZTE H267A router modem

| have configured 2 port access as shown in Fig 3.32 below.
1) FreeNAS SSH to allow SSH secure shell access via CLI via external port 2222 with
public Internet IP address of 175.140.121.226

1) FreeNAS WebGUI to allow browser access to the FreeNAS WebGUI via external port
8088 with public Internet IP address of 175.140.121.226

IMPORTANT: Remember to Enable the Port Access
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¥ FreeNAS SSH © off i

Name FreeNAS SSH
Protocol TCP B
WAN Connection PPPoE EI

WAN Host IP Address 175 .‘140 1121 . 1226 |~ 175 . 140 . 121 . 226 ~*Public Internet IP Address

LAN Host - Internal LAN IP Address
WAN Port 2222 ~ \2222 B Selected TCP port 2222 for SSH
-

Internal TCP Port 22 for SSH

LAN Host Port 22 ~ (22

¥ FreeNAS WebGUI © off L
Name FreeNAS WebGUI
Protocol TCP El
WAN Connection PPPoE Y

WAN Host IP Address 175 .‘140 .1121 . 226 |~ 175 . 140 . 121 . 226 -4 Public Internet IP Address

LAN Host 192.168.1.101 -t Internal LAN IP Address
WAN Port 8088 ~ \8088 - Selected TCP port 8088 for HTTP
LAN Host Port 80 \80 -+ Internal TCP Port 80 for SSH

=

Fig 3.32: Port Forwarding configuration

To ensure that the 2 respective ports are open and accessible from the public Internet, you can
test it. There are several websites that provide the checking of the open ports -
https://canyouseeme.org, https://portchecker.co and https://www.yougetsignal.com/tools/open-

ports/
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In this section, | am using a pre-configured port forwarding setup with ports 8888 for HTTP and
port 2222 for SSH. | am using https://www.yougetsignal.com/tools/open-ports/ , and it shows
that the public IP address has ports 8888 and 2222 (red box) open to allow remote access via

HTTP and SSH.

. - (0]
you getsignal Get 10 years younger
r 1 common ports
& Port Forwarding Tester P
@ your external address
8] 175.140.121.226
=)
= .
5 open port finder 10 oA
¥ Remote Address _ Port Number Check r “;;TCP
e 139 NetBIOS

|@| | =¥ Port 8888 is open on 143 IMAP
— 194 IRC
[« about 443 SSL
‘ ” 445 SMB
» The open port checker is a tool you can use to check your external IP address and detect 1433 MSSQL
—— open ports on your connection. This tool is useful for finding out if your port forwarding is setup _ oo
‘ l@d| correctly or if your server applications are being blocked by a firewall. This tool may also be ySaL
—1 used as a port scanner to scan your network for ports that are commonly forwarded. It is ) Remote Desktop
‘ @ | important to note that some ports, such as port 25, are often blocked at the ISP level in an > PCAnywhere

attempt to prevent malicious activity 5 VNC

6112 Warcratt Ill
For more a comprehensive list of TCP and UDP ports, check out this Wikipedia article Scan All Common Ports
Fig 3.33: Port Forwarding test for TCP port 8888

Port Forwarding Tester

your external address
175.140.121.226

open port finder

Remote Address E} Port Number

dam )

Use Current IP

|@| [ Port 2222 is open n_

about

common ports
21 FTP

22 SSH

23 TELNET

25 SMTP

53DNS

80 HTTP

110 POP3

115 SFTP

135 RPC

139 NetBIOS

143 IMAP

194 IRC

443 SSL

=y

Fig 3.33: Port Forwarding test for TCP port 2222

Once the Port Forwarding is setup, you would be able to access your FreeNAS system from
external remote client. From your browser, you can input http://175.140.121.226:8888 to access
the FreeNAS WebGUI and from your SSH client (eg. Putty), you can set the IP of
175.140.121.226 and TCP port 2222 to access FreeNAS CLI remotely.
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The Public Internet IP address may change over time before most ISPs do not prescribe a fixed
IP unless it was subscribed. Thus Dynamic DNS (DDNS) automatically updates the name
server records in the DNS in almost real time and provide convenience for remote access
without checking the latest Public Internet IP address (if it was dynamically changed by the ISP).

The ZTE router modem provides DDNS configuration and there are several providers as shown
below in Fig 3.34.

Z I E Current Time: 2019-08-03T10:37 tmadmin Logout
Home Internet Local Network VolIP Management & Diagnosis
Status Page Information
WAN This page provides the function of DDNS parameter(s) configuration.
Clear Control
v DDNS
QoS
Security Provider DynDNS :
NAT bONS oo |
DtDNS
Parental Controls Provider URL
No-IP
DDNS Username easyDNS
SNTP Password freedns
TZ0
Port Binding Host Name
Dynamic Routing
A
Port | ocating

Fig 3.34: DDNS config page of the ZTE router modem

| have chosen ‘No-IP’ as my DDNS service provider. You have to register for a free account at
http://www.no-ip.com

v DDNS
Provider No-IP B
DDNS © on @ off

Provider URL http://www.no-ip.com

Username
Password ey

Host Name

Fig 3.35: Dynamic DNS service provider No-IP

Private and Confidential Property of Chin-Fah, Heoh (chinfah@katanalogic.com) -48 -




Create Your No-IP Account b &

¥ Indicates required fields
chinfah@katanalogic.com *
Minimum of 6 characters.
LA L L L L L] *
Strongest
Choose a hostname for your account.
Hostname .ddns.net You can chenge your hostneme or add more later.

If you heve chosen an Enhanced domain, but wish to sign
up for a No-IP Free account, please choose the ddns.net
domain option.

Create my hostname later

Why not upgrade?

Upgrade to Enhanced Dynamic DNS Today. Learn more about the benefits of upgrading below.

Enhanced DDNS Free DDNS
Domain Choices 80+ 1
Hostnames 25+ 3
No Ads v X
No 30-Day Hostname Confirmation v X
Phone Support v X
$24.95 a year So

Terms of Service and Privacy Policy ¥

|1 1agree to the Terms of Service and Frivacy Policy. | also agree that | will only create one free account.

Email Opt-In

|| Send me newsletters & special offers

Get Enhanced Free Sign Up

Fig 3.36: Username registration at no-ip.com

The new user account is registered with No-IP and a domain name ‘ddns.net’ is selected,
shown in Fig 3.36 above.
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@ Dashboard
@ Dashboard

@ Dynamic DNS

O My Services

& Account

® support Center Active hostname updates detected
hostnames sta ent
Quick Add
Hostnamea Domaine

katanalogic ddns.net v

Record Type

© More Records

Fig 3.37: Adding a hostname to ddns.net

Add a hostname to the ddns.net domain name selected and choose the Record Type A. In this
example on Fig 3.37, | have added ‘katanalogic’ to be katanalogic.ddns.net.

Once this has been configured without any errors, you can access the FreeNAS server remotely
via http://katanalogic.ddns.net:8888 without the need to remember or even ask for the Public
Internet IP Address from the end user side.

FreeNAS has a Dynamic DNS client under Services but DynDNS or DDNS is better handled at
the device that is public Internet facing, which is the router modem or the firewall. Here is the
FreeNAS DynDNS configuration page.

FreeNAS® © 201
Q_ Filter S
Name Running Start Automatically Actions
AFP » [m] /7
Domain Controller » (] Vd
Dynamic DNS » (m] /7

Fig 3.38: FreeNAS Dynamic DNS client

Daily Security Run info and alerts
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By default, FreeNAS is configured to do a security check on the logs and can send the output to
the emails of the system administrator and other intended recipients. It is configured to run and
at 3.01AM every day and the cron schedule can be viewed in the /etc/crontab file, as shown in
Fig 3.39 below.

/etc/crontab - root's crontab for FreeBSD
#
# SFreeBSD: src/etc/crontab,v 1.33.2.1 2009/08/03 08:13:06 kensmith Exp $
#
SHELL=/bin/sh
PATH=/etc:/bin:/sbin:/usr/bin:/usr/sbin:/usr/local/bin:/usr/local/sbin
#

#minute hour mday month \eEENY who command

/usr/libexec/atrun > /dev/null 2

# Save some entropy so that /dev/random can re-seed on boot.

*/11 * * * * operator /usr/libexec/save-entropy > /de
v/null 2>&l

#

# Rotate log files only at midnight.

0 0 * * * root newsyslog > /dev/null 2>&l

#

# Perform daily/weekly/monthly maintenance.

periodic daily

periodic weekly

periodic monthly

Fig 3.39: Default crontab file in /etc/crontab

There are other periodic scripts to run weekly and monthly in the crontab file as well.
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Any modifications made to the crontab file should be reinitiated with the cron restart command
as shown Fig 3.40.

root@freenas[~]#

root@freenas[~]#

root@freenas[~]#|/etc/rc.d/cron restart

Stopping cron.

aiting for PIDS: 24334.
Starting cron.
root@freenas[~]# I

Fig 3.40: Restarting cron

Shutdown down FreeNAS

You can shutdown FreeNAS from the 1-11 console or you can shutdown from the WebGUI
interface. At the top right corner, click the ‘Power’ button.

FreeNAS® © 2019 - iXsyst.

Fig 3.41: Power Button

5 Log Out

O Restart

Fig 3.42: Shutdown/Restart/Log Out menu

Shut down

Shut down the system?

Fig 3.43: Confirm Shutdown Pop Up message
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You can also shutdown FreeNAS via the console at the 1-11 menu. Choose ‘11’ to shutdown

Enter an option from 1-11:
onsole setup

Conf igure Network Interfaces
Configure Link Aggregation
Conf igure ULAN Interface
Conf igure Default Route
Configure Static Routes
Conf igure DNS
Reset Root Password
Reset Configuration to Defaults
Shell

10) Reboot

11) Shut Down

he web user interface is at:

http:/,192.168.1.101

nter an option from 1-11: 11
onfirm Shutdown (ysn):

Fig 3.43: Shutdown from the console
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CHAPTER 4 (FREENAS NETWORKING)
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Basic Networking

Once FreeNAS has booted up in the Virtualbox, the first network interface is usually em0. emO
will pick up an IP address from the DHCP server in the network. It is best to change it to a fixed
IP address so that FreeNAS as a file and storage server is known to the NAS clients and the
iISCSI initiators.

The IP address can be set at the 1-11 menu of the console in Fig 4.1.

Console setup

1) |Configure Network Interfaces
onl igure LInk Aggregacion

Conf igure ULAN Interface
Conf igure Default Route
Conf igure Static Routes
Conf igure DNS
Reset Root Password
Reset Configuration to Defaults
Shell
Reboot
11) Shut Down

Fig 4.1: 1-11 menu to configure network interfaces

Enter an option from 1-11: 1

Select an interface (g to quit):

Delete interface? (ysn)

Remove the current settings gf this interface? (This causes a momentary disconne

ction of the network.) (g/n)h

Conf igure interface fgpr DHCPY (g/n)

Conf igure IPv47? (g/n)h

Interface name [emO]:

Several input formats are supported

Example 1 CIDR Notation:
192.168.1.1/24

Example 2 IP and Netmask separate:
IP: 192.168.1.1
Netmask: 255.255.255.0,

.168.1.101/24

Conf igure IPub? (y/n)
Fig 4.2: Configuring the em0 network interface

Take note of the selections of ‘y’ and ‘n’ in configuring the network interface above in Fig 4.2.
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The new network IP address after the network interface configuration shown in Fig 4.3.

The web user interface

http:/,192.168.1.101

Fig 4.3: Network IP address at the console

is at:

Once the initial network interface emO is setup, the administrator can view, manage and
configure the network interface at the FreeNAS WebGUI as shown in Fig 4.4.

oy
»
8 root

B3 Dashboard
&% Accounts -
[ system -
) Tasks -

Global Configuration

Link Aggregations

Network / Interfaces

Interfaces

Interface

Name Media Status

DHCP IPv6 Auto Configure 1Pv4 Addresses

| em0

em0 Active

192.168.1.101/24

1-Tof1

Q Filter Interfaces

IPv6 Addresses

FreeNAS® © 2019 - iXsystems, Inc|

s ] n |

Options

Fig 4.4: Network interface configuration page of the FreeNAS WebGUI

Once the basic networking is setup, we configure a few networking details for the global
configuration. These configurations are useful and important for the proper operations for

FreeNAS in a network, regardless if it is running on Virtualbox or not.

\/
(i
8 oot
H3  Dashboard

&% Accounts

Network / Global Configuration

O system - o
B ek - ®
R 1P Defaut Gatewy o
1921661100 o
Interfaces i o
Link Aggregations boas o
Network Summary HTTP Prony ®
Static Routes [ Ensble netwat feature (D
AN Hostname database
B songe . .
@ Dicctorysenices -
Fig 4.5: Global configuration for networking
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These networking details include:
e Hosthame
e |Pv4 default gateway
e DNS name servers

NIC Bonding for Link Aggregation with LACP

NIC bonding is a common term used to trunk 2 or more ports into a single logical network
interface or trunk. The main reason is to improve network resiliency should 1 of the network
ports failed and depending on the load balancing method used, to improve network performance
by combining both network ports throughput.

The term used in FreeNAS is Link Aggregation and several methods (known as lagg protocol)
are supported. Lagg is the default name of the aggregated link; lagg0, lagg1 and so on. The
lagg protocols available are shown below:

Lagg Interface ®

)

LACP

o

Load Balance
Round Robin

None

Fig 4.6: Available Link Aggregation protocols

Typically the ‘Failover’ and the ‘LACP’ are the most relevant.

In order to set up and configure link aggregation, a minimum of 2 network ports are required.
LACP (Link Aggregation Configuration Protocol) requires a network switch which supports the
IEEE 802.3ad, the standard for LACP.

The computer | have has 2 network interfaces - one is the on-board Gigabit Ethernet port and

the other is a Wifi dongle. We can simulate a working link aggregated network interface with
these 2 network resources.
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In Virtualbox, we create 3 network adapters. Here is how they are setup.
1. Adapter 1 - NAT (MAC Address: 080027CD78AA)
2. Adapter 2 - Bridged (MAC Address: 080027102D8A)
3. Adapter 3 - Bridged (MAC Address: 0800276317E9)

It is a good idea to list down each Virtualbox adapter's MAC address. A MAC address is an
Ethernet address which is unique for every physical network port globally. It is 48-bit and the
first 6 hexadecimal characters denote the manufacturer and the last 6 hexadecimal denotes the
unique device itself. | have put the MAC of each Virtualbox adapter above.

These correspond to the em0, em1 and em2 in the FreeNAS and help identify the interfaces
when we create the link aggregation interface. We do not want confusion.

| Aaapter 1 | { Adapter 2 ] Adapter 3 I Adapter 4 }

Enable Network Adapter

Attached to: HNAT v
Name:
¥ Advanced
Adapter Type: |Intel PRO/1000 MT Desktop (82540EM) v
Promiscuous ."h:”j’i‘: Den Yy v
MAC Address: | 080027CD78AA )

Cable Connected

[ Port Forwarding

Fig 4.7: Virtualbox Network Adapter 1 (NAT)

[ Adapter 1 l [Adapter 2 ” Adapter 3 I Adapter 4 }

Enable Network Adapter

Attached to:l Bridged Adapteri v
Name:l TP-Link Wireless USB Adapter v ]

¥ Advanced
Adapter Type: [Intel PRO/1000 MT Desktop (82540EM) - |
Promiscuous Mode: [Deny v]

MAC Address: | 080027102D3A @

Cable Connected

Port Forwarding

Fig 4.8: Virtualbox Network Adapter 2 (Bridged)
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| Adapter 1 | Adapter 2 |[Adapter 3 || Adapter 4

Enable Network Adapter

Attached to:l Brigged Adagher I v

Name: || Intel(R) 82579LM Gigabit Network Connection v ]

¥ Advanced
Adapter Type: |Intel PRO/1000 MT Desktop (82540EM) v
Promiscuous Mode: [Deny > ]

MAC Address: |0800276317EQ I ©

Cable Connected

Port Forwarding

Fig 4.9: Virtualbox Network Adapter 3 (Bridged)

Virtualbox is restarted with the 3 new network adapters. At the 1-11 menu console, we have to
remove the earlier network interface which was manually configured. Link aggregation will fail if
any network interface to be included in the configuration is manually configured. We have to
remove the network interface before setting up link aggregation.
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Select ‘9’ to enter into the command shell. At the prompt

# ifconfig -a | more

emO: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric O mtu 1500
options=9b<RXCSUM, TXCSUM, ULAN_MTU, ULAN_HWTAGGING, ULAN_HWCSUM>
ether 08:00: 2? cd ?8 aa

1net 192. 168 1. 101 netmask OxffffffOO broadcast 192.168.1.255
nd6 options=9<PERFORMNUD, IFDISABLED>
media: Ethernet autoselect (1000baseT <full-duplex>)
status: active

eml: flags=8802<BROADCAST,SIMPLEX,MULTICAST> metric O mtu 1500
options=9b<RXCSUM, TXCSUM, ULAN_MTU, ULAN_HWTAGGING, ULAN_HWCSUM>
ether 08:00:27:10:2d:8a

hwaddr 08:00: 2? 10 2d 8a
ndb op = NUD, IFDISABLED>
media: Ethernet autoselect (1000baseT <full-duplex>)
status: active
emZ: flags=880Z2<BROADCAST,SIMPLEX,MULTICAST> metric O mtu 1500
options= 9b<RXCSUM TXCSUH ULAN_MTU, VLAN_HWTAGGING , ULAN_HWCSUM>

NUD, IFDISABLED>
Ethernet autoselect (1000baseT <full-duplex>)
status: active

Fig 4.10: View the Ethernet or MAC address of the FreeNAS network interfaces

From Fig 4.10 above, there are 3 interfaces, em0, em1, em2 which corresponds to the
respective Virtualbox network adapters 1, 2 and 3. In production environment, the network
interface to physical network ports may not be so straightforward. That is why keeping score of
the MAC or Ethernet address is useful for us to track the right port to the right interface.

In our case, both em1 and em2 have not been configured and thus, are available to be included
in the link aggregation configuration.

Select 2’ to ‘Create Link Aggregation’

Enter an option from 1-11:

ggregation
Enter an option from 1-2 (enter q to quit):
1) failover
2) lacp
3) loadbalance
4) roundrobin
5) none
Select a lagg protocol (g to quit): .
1) eml

2) em2

Select an interface (g to quit): E]
1) em2

Select an interface (q to quit):

Fig 4.11: Create Link Aggregation
1. Choose ‘1’ to ‘Create Link Aggregation’
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2. Choose ‘1’ for ‘failover’ -
3. Choose ‘1’ to include ‘em?’
4. Choose ‘1’ to include ‘em?2’

Once the laggO0 is created, select ‘1’ in the 1-11 menu and configure the new interface as per
usual, as shown in Fig 4.12 below:

Enter an option from 1-11: 1

an interface (q to quit): 2
interface? (ysn) n
emove the current settings of this
tion of the network.) (ysn) n
onf igure interface for DHCP? (ysmn) n
onf igure IPv4? (ysm) y
Interface name [laggOl:
[Several input formats are supported
1 CIDR Notation:
192.168.1.1/24
2 IP and Netmask separate:
IP: 192.168.1.1
Netmask: 255.255.255.0, /24 or 24

IPv4 Address §192.168.1.101/24
[Saving interface configuration: 0Ok

onf igure IPu6? (ys/n) n

interface? (This causes a momentary disconne

Fig 4.12: Setting the IP address of lagg0

Additional members can be added to the link aggregation after its creation. With the FreeNAS
WebGUI, as in Fig 4.13 below:

Link Aggregations Q Filter Link Aggregations

Lagg Interface Lagg Protocol

lagg0 failover
99 Edit Interface

Edit Members
1-10f1

Delete

Fig 4.13: Link Aggregation - adding new members

Link Aggregation Members

Lagg Interface Group

laggO: failover

lagg: failover

Lagg Priority Number

0

1

Physical NIC Options

eml up

em2 up

Private and Confidential Property of Chin-Fah, Heoh (chinfah@katanalogic.com)

Fig 4.14:

Link Aggregation - adding new members

-61 -




Lagg Interface Group *

laggO: failover

Lagg Priority Number *

1

Lagg Physical NIC *
em3

o

CANCEL

Fig 4.15: Link Aggregation - Adding new members

We select ‘lagg0:failover’ as the Lagg Interface group with the priority as ‘1’. We add em3 as the
third interface to the lagg0 with the options ‘up’.

Lagg Interface Group

lagg0: failover

laggO: failover

laggO: failover

Lagg Priority Number Physical NIC Options
0 em1 up

1 em2 up

! up

Fig 4.16: New member em3 to the lagg0 interface

Once em3 is added, you should be able to ping to the configured IP address of lagg0.

Virtual LAN (VLAN)

The IEEE 802.1q denotes the VLAN standard and FreeNAS supports VLAN. VLANSs create
segmentation of network links into virtual ‘subnetworks’. Each VLAN is a separate broadcast
domain that benefits the performance, security and management of each virtual network. This
allows FreeNAS to serve different network services and network groups with a large physical

network.
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To setup VLAN, ‘Add’ a new VLAN as shown in Fig 4.17 below.

Network / VLANs FreeNAS® © 2019 - iXsystems, Ins

oy
»
8 oot VLANs Q Filter VLANs COLUMNS  ~
B3 Dashboard
=l Dasnboar Vian Interface Parent Interface Vian Tag Description
A% Account -
No datato display
[ system -
) Task -
A Net -

Global Configuration

Link Aggregations
Network Summary

Static Routes

Fig 4.17: Add a new VLAN

Give the ‘Virtual Interface’ a name linked to a ‘Parent Interface’ and a ‘VLAN Tag’. By default,
the ‘Priority Code Point’ is ‘Best effort’ delivery.

Virtual Interface *
vlan20

[~reTent mErace T |
lagg0

Vian Tag *

20

Description

| Best effort (defau[t)l ~®
Cee R

Fig 4.18: New VLAN20 configuration

The example Fig 4.18 configures ‘vlan20’ under the parent of lagg0’ and a VLAN Tag of ‘20'.
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Then we can setup the VLAN20 with network and IP address.

oy
b
@ root Interfaces Q Filter Interfaces “

B§  Dashboard

Interface Name Media Status DHCP IPv6 Auto Configure IPv4 Addresses IPv6 Addresses Options
&% Accounts -
lagg0 lagg0 Active no no 192.168.1.101/24 up
[ system -
vian20 Vian20 Active no no
Edit
(¥ Tasks -
Delete
1-20f2
XA Network - T

Global Configuration

Interfaces

Link Aggregations

Fig 4.19: Configuring the network for VLAN20

NIC

Interface Name *

vlan20

O pHer @

|Pv4 Address

1Pv4 Netmask

D Auto configure IPv6 ®

IPv6 Address ®

IPv6 Prefix Length

~®

Options @

m CANCEL ADD ADDITIONAL IPV4 ALIAS ADD ADDITIONAL IPV6 ALIAS

Fig 4.20: Network setting for VLAN20

The VLAN should be configured and ready to be used.
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IPMI

IPMI (Intelligent Platform Management Interface) is not a feature in VirtualBox. It is an out-of-
band system management interface to monitor and administer the system independently in a
data center. It provides remote access to the system CPU, BIOS and other system components,
and it also allows system administrators to remotely power off and power on the system.

Since the IPMI interface is not present for Virtualbox, the IPMI interface configuration on the
FreeNAS WebGUI does not exist as well. However, if the IPMI configuration does exist, it would
look like this in Fig 4.21

IDENTIFY LIGHT

Fig 4.21: IPMI configuration page on FreeNAS

The administrator has to set right channel with a unique password per channel. An |IP address is
configured for the IPMI channel with the default gateway and a VLAN ID if required.
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An example to a Supermicro server’s IPMI is shown in Fig 4.22 and Fig 4.23 below:

‘SUPERMICRO

ost Identification

Server: |
User: ADMIN ( Administrator )

BIOS Build Time: 03/04/2019
Redfish Version : 1.0.1
CPLD Version: 02.b1.0B

Remote Console Preview ——————————;

Refresh Preview Image

System Server Health Config Control Virtual Media Maintenance Miscellaneous Help
© System ) SyStem
@ FRU Reading Firmware Revision : 01.38 IP Address: 010.020.000.121
Firmware Build Time : 11/10/2017 BMC MAC Address: ac:1f:6b:b8:bb:54
@ Hardware Information BIOS Version: 3.0b System LAN1 MAC address :ac:1f:6b:bb:c7:12

System LAN2 MAC address :ac:1f:6b:bb:c7:13

Power Control
Host is currently on.

Power Down  Reset

Fig 4.22: Supermicro IPMI Dashboard
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System Server Health Configuration Remote Control Virtual Media Maintenance
@ Configuration MAC Address I
© Alerts Hostname —

@ Date and Time
© LDAP

© Active Directory
© RADIUS

@ Mouse Mode

@ Network

@ Dynamic DNS

© smTP

@ SSL Certification
@ Users

@ Port

@ P Access Control
© SNMP

@ Fan Mode

@ Web Session

@ Syslog

Obtain an IP address automatically (use DHCP).
© Use the following IP address

—IPv4 Setting
IP Address 1010.020.000.121
Subnet Mask 255.255.255.000
Gateway 010.020.000.010
DNS Server IP 10.20.0.1
— IPv6 Setting
IPv6 Address
© Add IP Delete IP Auto Configuration
© DHCPv6 Stateless DHCPv6 Stateful
Address List
IPv6 Address List -
DNS Server IP
DUID OE000001000124D
VLAN Enable @ Disable
VLANID 0
LAN Interface Failover
RMCP Port 623

Fig 4.23: IPMI Network Configuration
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CHAPTER 5 (FREENAS RAID & STORAGE
MANAGEMENT)
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FreeNAS Storage Architecture and RAID

To use storage effectively, we must understand the concept of how the ZFS file system is
structured. There are several key data structures to know

zpool

vdev (virtual device)
dataset

zvol

There are other structures but the 4 data structures are the most relevant.

Hard disks or solid state drives are aggregated together to create a vdev (virtual device). A vdev
can be configured with different RAID (redundant array of independent disks) levels for 4 main
criteria listed below:

Capacity
Performance
Resiliency
Cost

One or more vdevs are combined to create a zpool. From the zpool, one or more datasets or
zvols can be “carved out” to create NAS shares or SAN volumes. The diagram below Fig 5.1
explains the key structures

dataset zvol zvol dataset dataset

e

vdemQQQ@QQQQ
= QQQQQQQQJ

K zpool

Fig 5.1: zpool, vdev, dataset and zvol structures
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ZFS in FreeNAS offers several RAID levels. These are RAID-0 (striped), RAID-1 (mirrored),
RAID-Z1, RAID-Z2, and RAID-Z3. RAID-Z1 and RAID-Z2 are equivalent to RAID-5 (distributed
single parity) and RAID-6 (distributed dual parity) respectively, but with unique features such as

Elimination of RAID write hole
Variable width full stripe write
Elimination of read-modify-write penalty
Hierarchical checksum for all data and metadata blocks
More info from Jeff Bonwick’s old blog at https://blogs.oracle.com/bonwick/raid-z-v6. Jeff

Bonwick was one of the key architects of the ZFS design

Much has been written about the different RAID levels and how they relate to the 4 criteria of
Performance, Capacity, Resiliency and Cost. These will not be covered in this book. A good

resource from iXsystems is found from
https://static.ixsystems.co/uploads/2018/10/ZFS_Storage Pool Layout White Paper WEB.pdf

FreeNAS zpool and disks

To start with storage, 12 disks (d0-d11) have been created in Virtualbox as in Fig 5.2.

) General

[&] system

[ Display
Storage

(DD Audio

Bl Network
£ serial Ports
£ use

["] Shared Folders
] userinterface

Storage

Storage Devices

e Controller: IDE
r0.vdi
rivdi
(@ FreeNAS-11.2-US.is0

@ Controller: SAS
do.vdi
di.vdi
d2.vdi
d3.vdi
d4.vdi
ds.vdi
ds.vdi
d7.vdi
dg.vdi
d9.vdi
d10.vdi
dit.vdi

@ Controller: NVMe
v0.vdi
vivdi
v2.vdi

Q@

Attributes
Name: NVMe

Type: [NVMe

[7] Use Host 1/O Cache

][ Cancel ]

Private and Confidential Property of Chin-Fah, Heoh (chinfah@katanalogic.com)

Fig 5.2: 12 disks created in Virtualbox

-70 -



There are a lot of discussions about the number of disks used in the RAID level in a vdev. There
are many different sets of reasoning to select the number of disks, and they depend on the 4
criteria | have listed in the previous section - Performance, Capacity, Resilience and Cost.

Since we are using Virtualbox, the number of disks selected for a chosen RAID level should not
matter much, since it is unlikely that FreeNAS is used in a production environment. However, in
a real-life production environment, the number of disks matters. In the past, | have chosen one
of the well known “formula” to select the number of disks as shown below:

Formula RAID Type n=1 | n=2 | n=3
2" +1 RAID-Z 3 5 9
2"+ 2 RAID-Z2 4 6 10
2"+ 3 RAID-Z3 5 7 11

Fig 5.3: RAID level and number of disks per RAID level

The area in RED in Fig 5.3 is NOT RECOMMENDED. The reason is, as the number of disks
increases, the probability of a disk failure in the vdev is higher, and the vdev health and
resiliency is paramount to the storage pool.

In my real life experience, | usually work with Supermicro or Quanta system chassis which has
either 8, 12, 16 or 24 3.5” drive slots. The hard disk drives | select are usually 4, 6, 8, 10 or
12TB and | have to consider keeping 1 or 2 hot spare disks to fit into chassis. The above
formula works well but you may have to make some compromises for the number of drive slots
available in the Supermicro or Quanta chassis.
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In the FreeNAS WebGUI, you can view the disks available for FreeNAS storage.

= Storage -~

Pools

Snapshots

VMware-Snapshots

Disks

Import Disk

Fig 5.4: FreeNAS WebGUI view disks

pisks Q i ouke
a Name Pool Serial Disk Size Adv. Power Management  Acoustic Level Enable S.M.ART.
[} adal VB2c4b497a-cae3843¢ DISABLED DISABLED yes
O da0 DISABLED DISABLED yes
(m} dal DISABLED DISABLED yes
(m} da2 DISABLED DISABLED yes
(m} da3 DISABLED DISABLED yes
O dad DISABLED DISABLED yes
O da5 DISABLED DISABLED yes
O dab DISABLED DISABLED yes
(m} da7 DISABLED DISABLED yes
(m} da8 DISABLED DISABLED yes
(m} da9 DISABLED DISABLED yes
O dal0 DISABLED DISABLED yes
O dall DISABLED DISABLED yes

Fig 5.5: View all the disks
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Select ‘Pool’ on the left navigation bar and select ‘Add’ on the top right corner of the FreeNAS
WebGUI.

Storage / Pools FreeNAS® © 2019 - iXsystems, Inc.
o
b
8 root Pools

83 Dashboard -“
&% Accounts - No pools

L system -

() Tasks -

A Network -

= storage a

Pools

Fig 5.6: Add a zpool

o Create or Import pool

Create a pool:

Create new pool @

O import an existing pool @

CANCEL CREATE POOL

Fig 5.7: Create a new pool
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Pool Manager

Name *
pool0 ® () Encryption ®
®
Available Disks Data VDevs
O Disk Capacity O Disk Capacity
da0 16 GiB 9 No data to display
O dal 16 GiB 0 selected / 0 total
da2 16 GiB Stripe -
Estimated raw capacity: 0 B @
O da3 16 GiB
da4 16 GiB
O da5 16 GiB
dab 16 GiB
O da7 16 GiB
da8 16 GiB
O da% 16 GiB
6 selected / 12 < o 2 >m
Filter disks by name Filter disks by capacity

Estimated total raw data capacity:

CANCEL ADD DATA ADD CACHE ADD LOG ADD SPARE

Fig 5.8: Pool Manager
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In the Pool Manager page, provide a name for the zpool. In my example in Fig 5.8 above, | have

named the zpool ‘pool0’. Select the number of numbers on the left side table and click the Right

Arrow — to create the Data vdevs.

| have chosen 6 drives (da0, da2, da4, da6, da8 and da10) with a RAID-Z2 configuration for the
first vdev of pool0. Select the drives by checking on the checkboxes and select the RAID level.

Data VDevs

Disk

da0

da2

da4

dab

da8

Stripe

Mirror

Raid-z

Raid-z3

Capacity

16 GiB

16 GiB

16 GiB

16 GiB

16 GiB

Fig 5.9: Creating the data vdevs

Click on ‘Create’ to create the new zpool as in Fig 5.10 below.

Estimated total raw data capacity: 56 GiB

]
CREATE CANCEL ADD DATA ADD CACHE ADD LOG ADD SPARE

Fig 5.10: Ready to create the new zpool
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A pop-up message will appear asking you to confirm the operation.

Warning

The contents of all added disks will be erased.

Confirm CANCEL CREATE POOL

Fig 5.11: Create pool confirmation pop up

A few seconds later, a new zpool, called pool0 is created.

Pools
poold % HEALTHY: 823.2 KiB (0%) Used / 53.87 GiB Free

Name & Type & Used & Available & Compression ¢ Compression Ratio & Readonly & Dedup & Comments &
dateset 8232KB 5387GiB 124 1.00 false off

Fig 5.12: A new zpool, pool0 is added

The creation of new datasets for NAS and zvol for SAN will be discussed in another chapter of

this book.

SMART

S.M.A.R.T. (Self-Monitoring, Analysis and Reporting Technology) is a monitoring system for

hard disk and solid state drives. It is widely used by server and storage vendors to provide
status and alert checks for disks, with variation of each supporting vendors. It is extremely

useful to provide details of the disks in operations, and also predict potential failure of a disk.

Disks Q Filter Disks m
D Name Pool Serial Disk Size Adv. Power Management Acoustic Level Enable SMAART.
D ada0 Boot Pool VB85c8c5de-f714eb93 20GiB DISABLED DISABLED yes
D adal Boot Pool VB2c4b497a-cae38439 20GiB DISABLED DISABLED yes
D da0 pool0 16GiB DISABLED DISABLED yes
D dal Unused 16 GiB DISABLED DISABLED yes
D da2 pool0 16GiB DISABLED DISABLED yes
D da3 Unused 16GiB DISABLED DISABLED yes
[m} dad pool0 16GiB DISABLED DISABLED yes
O das Unused 16GiB DISABLED DISABLED yes
(m] a6 pool0 16GiB DISABLED DISABLED yes
(m] da7 Unused 16GiB DISABLED DISABLED yes
Fig 5.12: FreeNAS showing the S.M.A.R.T. enabled for all the disks
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The virtual disks created in Virtualbox and presented to FreeNAS does “support” SMART in a
basic manner. The command ‘smartctl’ in FreeNAS, as shown in Fig 5.13, below shows some
basic details of disk /dev/da0.

root@freenas[™ 1#

root@freenas[”1# smartctl -a sdevsda0d |

smartct]l 6.6 201/7-11-05 r4 9 reeBSD 11.2-STABLE amd641 (local build)
Copyright (C) 2002-17, Bruce Allen, Christian Franke, www.smartmontools.org

== START OF INFORMATION SECTION ===
UBOX
HARDDISK

evision: 1.0

ser Capacity: 17,179,869,184 bytes [17.1 GBI

ogical block size: 512 bytes

ogical Unit id: error: bad structure

Device type: disk

ocal Time is: Sun Aug 11 23:11:42 2019 PDT

SMART support is: Unavailable - device lacks SMART capability.

== START OF READ SMART DATA SECTION ===
urrent Drive Temperature: 0C

Drive Trip Temperature: 0 C

Error Counter logging not supported

Device does not support Self Test logging

Fig 5.14: The ‘smartctl command showing details of disk /dev/da0

However the information provided for the virtual disks in Virtualbox is limited and does not mirror
the SMART capability of the disks in the real world. Thus, the SMART capability of the ‘disks’ in
FreeNAS on Virtualbox is limited as well.

Hot Spares

Disks will fail. When a disk fails, it affects the health of the vdev. Unless the vdev was
configured with RAID-0, the failed disk in a vdev can be replaced logically via an unused, hot
spare disk. Hot spares must be presented to the respective zpool in order for them to be made

available to all the vdevs in the zpool.

Hot spare disks can be added during the creation of the zpool or they can be added to an
existing zpool.
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To add hot spares to an existing zpool in operation, select the “Settings” icon on the top right
corner. Choose ‘Extend’ as shown in Fig 5.15 below:

Pools

poold

Neme & Type &

pool0 dataset

& HEALTHY: 20.53 MiB (0%) Used / 53.85 GiB Free

Used & Available ¢ Compression & Compression Ratio & Readonly ¢ Dedup ¢ Comments &

2053 MiB 53.85GiB 124 2051x false off

Export/Disconnect

Scrub Pool —]

Status

Fig 5.15: Extend hot spares into the zpool

A pop-up message appears to warn of the actions and the effects of extending the zpool. Click

‘Continue’.

Warning

Extending the pool adds new vdevs in a stripe with the existing vdevs. It is important to
only use new vdevs of the same size and type as those already in the pool. This
operation cannot be reversed. Continue?

Confirm CANCEL m

Fig 5.16: Pop-up warning of extending the pool

At the bottom of the page, select ‘Add Spare’.

Estimated data capacity available after extension.: 83.47 GiB

CANCEL ADD DATA ADD CACHE ADD LOG ‘ ADD SPARE |

Fig 5.17: Add spare
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A new spare vdev table appears. Select the drives to be added as hot spare disks

Spare VDev
Disk Capacity
e da12 16 GiB
dal3 16 GiB
2 selected / 2 total

Fig 5.18: Select drives as hot spare disks

Select ‘Extend’ at the bottom of the page.

Estimated data capacity available after extension.: 83.47 GiB

CANCEL ADD DATA ADD CACHE ADD LOG

Fig 5.19: Extend to add the hot spare disks

A pop-up message appears. Click ‘Confirm’. The hot spare disks are added to the existing
pool0.
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NVMe drives in Virtualbox

In preparing for the next section on storage performance, NVMe drives are added to Virtualbox.
NVMe drives has to be incorporated with Oracle VM Virtualbox Extension Pack. Download the
Extension Pack from the https://www.virtualbox.org/wiki/Downloads .

Opening Cracle_VM_VirtualBox_Extension_Pack-6.0.10.vbox-extpack Y

You have chosen to open:

e Oracle_VM_VirtualBox_Extension_Pack-6.0.10.vbox-extpack

which is: VirtualBox Extension Pack (22.1 MB)
from: https://download.virtualbox.org

What should Firefox do with this file?

@ Open with | VirtualBox Manager (default) v

(") Save File

[7] Do this automatically for files like this from now on.

o | o]

Fig 5.20: Download and opening Oracle VM Virtualbox Extension Pack

V¢ VirtualBox - Question Pl

You are about to install a VirtualBox extension pack. Extension
packs complement the functionality of VirtualBox and can contain
system level software that could be potentially harmful to your
system. Please review the description below and only proceed if you
have obtained the extension pack from a trusted source.

Name: Oracle VM VirtualBox Extension Pack
Version: 6.0.10r132072

Description: USB 2.0 and USB 3.0 Host Controller, Host
Webcam, VirtualBox RDP, PXE ROM, Disk
Encryption, NVMe.

[ Install ][ Cancel

Fig 5.21: Installing Virtualbox Extension Pack
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N# Extensions: Installing extension... |~

&
’ Installing extension pack ...

N/ —

Fig 5.22: The installation progress

V¢ VirtualBox - Information M

(_ & The extension pack
N /' Oracle VM VirtualBox Extension Pack

-

= was installed successfully.

Fig 5.23: Installation completed

Shark - Settings
@ g

@ General
lil System
@ Display

(DJ Audio
w Network
§ Serial Ports
ﬁ use

D Shared Folders

El User Interface

Storage

Storage ‘

Storage Devices ————— Attributes

4 Controller: IDE @@ - Name: IDE
B rovd Type: [PIX4 v
rivdi Use Host I/O Cache
© Eempty

& controller: SAS
do.vdi
dlvdi
d2.vdi
d3.vdi
d4.vdi
ds.vdi
ds.vdi
d7.vdi

m

‘/G}; V7 Nl ) |
b Add IDE Controller

o J[ concel |

Add SATA Controller

@ Add SCSI Controller P
SASPort 11: o

Add SAS Controller
{0 Audio

Disabled @
ISable
@

Add Floppy Controller
Add USB Controller

& Network @ [[Add NVMe Controller

Adantor 4. Tntol DDOJY il \Wirglocs 1168 Adantar)
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A. Controller: NvMe L%
n0.vdi
n1.vdi
n2.vdi
n3.vdi

Fig 5.25: Adding 4 NVMe drives to Virtualbox

Log and Cache Disks

The ZFS file system has 2 structures - log and cache - to improve the /O performance of the
zpool. The use of the log and the cache is dependent on the type of applications and workloads
and it is best to understand the characteristics and the /O patterns of these applications and
workloads before deciding if a ZFS log or a ZFS cache should be added.

In a very simplistic manner, ZFS cache is the write cache, in which it is the ZIL (ZFS Intent Log).
ZFS log is the read cache or also known as L2ARC (Level 2 Adaptive Replacement Caching). It
would be very wrong to assume that they should behave like a typical write cache or a read
cache. It is important to read and fully understand the ZFS primer (URL:
https://www.ixsystems.com/documentation/freenas/11.2-U5/zfsprimer.html#zfs-primer) and the
use of both cache and log respectively. Applying them incorrectly can have negative
performance effects on the applications and workloads.

For the sake of brevity, | am adding both the ZFS cache and ZFS log simultaneously using the
NVMe drives in the previous section of this chapter. In real-life production, you usually do not
add a read cache (ZFS log) or a write cache (ZFS cache) simultaneously to an existing zpool.

It is important to segment the zpool(s) according to applications and workloads. Therefore, it is
usually good practice to add a ZFS log to a zpool which handles read I/O intensive workloads
and separately, for a zpool which handles write 1/O intensive (synchronous writes) workloads.
Refer to the ZFS primer for guidance.
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Click ‘Add Cache’ and ‘Add Log’.

Estimated data capacity available after extension.: 83.46 GiB

CANCEL ADD DATA I

Fig 5.26: Adding ZFS cache and ZFS log

ADD SPARE

The “Cache vdev” and “Log vdev” tables appears. Select the NVMe drives to the respective
vdevs. In the example, Fig 5.27 below, ‘nvd0’ and ‘nvd2’ are added to the “Cache vdev” and
‘nvd1’ and ‘nvd3’ are added to the “Log vdev”.

Cache VDev
Disk Capacity
e nvd0 16 GiB
nvd2 16 GiB

2 selected / 2 total

X
Log VDev
Disk Capacity
e nvdl 16 GiB
nvd3 16 GiB
2 selected / 2 total
X

Fig 5.27: Selecting NVMe drives for Cache vdev and Log vdev respectively

Select ‘Extend’ at the bottom of the page to add the Cache and the Log.

Estimated data capacity available after extension.: 83.46 GiB

‘ EXTEND CANCEL ADD DATA ADD SPARE

Fig 5.28: Extend the Cache and the Log
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A warning pop-up appears. ‘Confirm’ to extend the pool.

Warning

Added disks are erased, then the pool is extended onto the new disks with the chosen
topology. Existing data on the pool is kept intact.

Confirm CANCEL EXTEND POOL

Fig 5.29: Extending the pool.

Increasing the zpool capacity

Besides increasing performance using ZFS cache and ZFS log, the zpool capacity can be
increased in size to serve the applications and workloads.

The existing vdev(s) in the zpool does not allow the addition of disk drives. New vdev(s) has to
be added to the existing zpool.

Select the drives to be added to create a new Data vdev.

Data VDevs
Disk Capacity
é dal 16 GiB
da3 16 GiB
da5 16 GiB
da7 16 GiB
da9 16 GiB
dall 16 GiB
6 selected / 6 total
Raid-z2 -
Estimated raw capacity: 56 GiB @

Fig 5.30: Selecting and adding new drives to Data vdev
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Click ‘Extend’ to add the new vdev to the existing zpool.

Estimated data capacity available after extension.: 139.46 GiB

ml CANCEL ADD DATA ADD CACHE ADD LOG ADD SPARE

Fig 5.31: Extend to increase the size of the zpool

‘Confirm’ in the pop-up message to execute the extension.

Best practice for vdev health

The health of the vdev is critical for the good operation of the zpool. A vdev failure would result
in an inoperable zpool, and consequently lead to data inaccessibility and data loss.

Adding a Data vdev with the different number of disks to the existing vdev or setting a different
RAID level to the existing vdev could create bad effects to the zpool.

FreeNAS would provide a warning to alert the system administrator of these unfavourable
practices as shown in Fig 5.32 below.

WARNING: Adding data vdevs with different numbers of disks is not recommended. First vdev has 6 disks, new vdev has 2.
Adding data vdevs of different types is not supported. First vdev is a raidz2, new vdev is mirror.

CANCEL ADD DATA ADD CACHE ADD LOG ADD SPARE

Fig 5.32: A warning alerting the inconsistent configuration of adding a new vdev.

Take note of the Warning message. The health of the vdev in a zpool is important. The best
practice is to make sure that the number of disks and the RAID level in the new vdev is the
same, and the capacity should be consistent with the existing vdev. In real-life production, the
discipline to keep a standardized and consistent vdev configuration is important to ensure good
vdev health.
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CHAPTER 6 (FILE SHARING IN WINDOWS FOR
WORKGROUP)
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File Sharing

NAS or Network Attached Storage is one of the key functions of FreeNAS. In the Windows
environment, the file sharing protocol is SMB (Server Message Block). SMB is also known as
CIFS (Common Internet File System), although the CIFS name was only used briefly in SMB
version 1.x.

File sharing in FreeNAS version 11.2-U5 is based on Samba version 4.9.9. You can easily verify
the version by running the ‘smbstatus’ command at the shell prompt, as shown in Fig 6.1 below.

root@freenas[™ 1#
Samba

PID Username Group Machine
ocol Uersion Encryption Signing

yvar/runs/samba4/locking.tdb not initialised
This is normal if an SMB client has never connected to your server.
root@freenas[~1# |

Fig 6.1: Checking the Samba version on FreeNAS

There are several versions of the SMB protocol from version 1 to version 3.1.1. The minimum
SMB version is version 2.0. SMB version 1.0 is deprecated and disabled by default by FreeNAS
version 11.2-U5 for security reasons. Older Windows clients like Windows XP and Windows
Server 2003 has to work with SMB version 1.0.

SMB version 3.x is supported by FreeNAS and works with default sessions. Windows 10 and
Windows Server 2016 support SMB version 3.x.

Shared folders from FreeNAS will appear as Network Drives on the Windows Client.
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SMB Service

If Windows file sharing is configured for the first time, the SMB service on FreeNAS must be
started. Slide the button to enable the service.

—m
\/
(i X4
& ot Q Fin
= rd
Nome womsicoly | actens
R— - .
u} ’
0 system -

" » n} ’
= T oymamions =] Vs
A Nework -

. . 5 ,
= sworage -

sssss o ’
@ oiecoysenices
» (m] /7
B sharing -
e o
E— ] » o ’
B ruoes -
’
Bl e o
sssss » 7
@ Reporing
0 viuaiMachines = ’
4 = (m] 7
> snel o ’
@ o » m] 7
o ’
» (m] d
(m] 7

Fig 6.2: SMB service

Make sure that it starts automatically so that the SMB service will start up after a reboot.

SMB E /7

Fig 6.3: Start SMB service
User and Group

In a Windows for Workgroup (WFW) setting, user authentication and permissions (generally
known as Access Control Entries) are part of the Access Control List (ACL), and is executed at
the local level. This means that the process of authentication and the assignment of access
control are performed at the Windows client PC, and not at a centralized server like an Active
Directory Domain Controller.

Therefore, in order to preserve a basic level of security and permissions for the FreeNAS shares

for Windows, a user owner or a group owner is assigned to the FreeNAS dataset to be shared.
This user owner is a separate and a different entity from the user logon of the Windows client.

Private and Confidential Property of Chin-Fah, Heoh (chinfah@katanalogic.com) - 88 -




User Private Group

The convention of User Private Group (UPG) was introduced by RedHat Linux and its related
distributions where a private primary group is assigned to the newly created user. The only
member of this primary group is the created user. The user is then assigned to other auxiliary
secondary groups, and the respective auxiliary group is associated to various applications and
services. There is no UPG convention practised in FreeBSD or FreeNAS.

The User Private Group convention does not improve security or changes the way Linux or any
Unix variants behave but | find this practice useful to improve management, and use groups to
control permissions and access.

During the creation of a new user in FreeNAS, the default is checked to create a ‘New Primary
Group’ where the user is the only member of this Primary Group, as shown below in Fig 6.4.

ID & Groups
1007| @

New Primary Group (2)

Fig 6.4: The checkbox for New Primary Group is checked by default

In our example, we created userA and we can observe that userA’s Primary Group is also userA
as shown in Fig 6.5.

Name & Contact

Full Name *

User A Windows

Username

Email

Password D O
Confirm Password
ID & Groups
¢ 1D
Primary Group
userA O]
Auxiliary Groups - @

Fig 6.5: Primary Group of userA is userA
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In this chapter, we will test using 2 types of dataset owners, which will be shared to the
Windows client. One is with the owner who is a user, and one is with the owner who is a group.
The table, Tab 6.1, below helps to identify the owners in the examples used in this chapter

username Primary group | Auxiliary Group | Dataset/share Client OS
owner

userA userA none win01 Windows
userB userB none win02 Windows
userC userC none mac01 MacOS
userD userD none mac02 MacOS
userW userW groupW win98 Windows
userX userX groupX win99 Windows
userY userY groupY mac98 MacOS
userZ userZ groupZ mac99 MacOS

Tab 6.1: Users, Groups and datasets

It may seem odd that | have created more users to do one exercise but as you will observe later
that having multiple use and group owners (in yellow) creates a problem in Windows in a
workgroup environment.

To create users - userA, userB, userC, userD - the FreeNAS WebGUI presents the screenshot
in Fig 6.6 and 6.7 below:

Shell Full Name

Just/local/bin/zsh root

Just/sbin/nologin Owner of many system processes

Just/sbin/nologin system&

Jusr/sbin/nologin Binaries Commands and Source

Just/sbin/nologin Tty Sandbox

Just/sbin/nologin KMem Sandbox

FreeNAS® © 2019 - iXsystem

Q i e

Lock User

Fig 6.6: Add new user
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Name & Contact

p— / [ User Full Name ]

@
% -— [User Name (dataset owner)] ®
Email ®
Passwoed *
LA AL L & ®
Confem Password
ID&G . .
i / (anary Group where userA is the only member
1001 (User Private Group) ®
AN
New Primary Group ()
Primary Group
[Auxiliary Group is empty for this example]
Auxiliary Groups - ®
Directories & Permissions Authentication
SR e SSH Public Key
. /nonexistent (©)
@
Home Directory Permissions (2) S
Owner Group Other Yes ¥ @
Read Shelt
Write O 0O e M)
Execute O ckuser D
(O pemitsuso (@
p L Mic ft Account (N
Permission is default. Group permission is Read/Execute. No
 Write permission

Fig 6.7: Adding new user details with permission setting
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To create groups - groupW, groupX, groupY, groupZ - see screenshots below in Fig 6.8 and

6.9.
oy
8 root Groups Q_ Filter Groups
Fig 6.8: Add new group
GID*
1004
|grounw1|
D Permit Sudo @
[J Allow repeated GIDs (3)
Lo O
Fig 6.9: New group details
All the created groups - groupW, groupX, groupY, groupZ - shown below in Fig 6.10.
Groups Q Filter Groups m

Group

userA

userB

userC

userD

groupw

groupX

groupy

groupz.

wheel

1000

1001

1002

1003

1004

1005

1006

1007

Builtin

no

no

no

no

no

no

no

no

yes

Permit Sudo

no

no

no

no

no

no

no

no

no

Fig 6.10: All the created groups

The users - userW, userX, userY, userZ - are assigned to groups - groupW, groupX, groupY,
groupZ - respectively as their auxiliary group. They will retain their own respective Primary

Group.
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Create ‘userW’ with Primary Group ‘userW’ and with Auxiliary Group ‘groupW’ as in Fig 6.11

Name & Contact

Full Name *

User W WindowsG ©)

== o — username |

userW ®

ID & Groups
0o userW primary group where userW is the only member (User
[Frermroos]o Private Group)

Primary Group

| groupW is the auxiliary group of userW}

= groupX

®

] »

- groupY
- groupZ
- userA

= userB

—

Read | Shel

Write O . ~®

Execute | I [ [ Lockuser (@

O permitsudo D

Group permission is set to O Microsoft Account @
Read/Write/Execute for groupW

CANCEL

Fig 6.11: Creating ‘userW’ with Auxiliary Group ‘groupW’
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After all the users - userA, userB, userC, userD, userW, userX, userY, userZ - have been

created, see Fig 6.11 below.

Users
Username Home directory Shell Full Name
userB /nonexistent /bin/csh User B Windows
userA /nonexistent /bin/csh User A Windows
userC /nonexistent /bin/csh User C Mac
userD /nonexistent /bin/csh User D Mac
userW /nonexistent /bin/csh User W WindowG
userX /nonexistent /bin/csh User X WindowsG
userY /nonexistent /bin/csh User Y MacG
userZ /nonexistent /bin/csh User Z MacG
root /root /ust/local/bin/zsh root

Lock User

no

no

no

no

no

no

no

no

no

Q Filter Users

o] o

Fig 6.11: Displays all the created users

Creating a Dataset

A dataset is a data structure in the form of a file system directory “carved” from a zpool, an
aggregated storage pool comprising of set of vdevs. The concept of a storage pool and vdevs

are discussed in the previous Chapter 5.

Eventually, the dataset is shared as a Windows share to the SMB clients.

Following the plan in Tab 6.1, we create 4 user owned datasets - win01, win02, mac01, mac02

and 4 group owned datasets - win98, win99, mac98, mac99.

Under Storage > Pools > Add Dataset

Pools
poolo HEALTHY: 28.5 MiB (0%) Used / 107.72 GiB Free
Name & Type ¢ Used ¢ Available & Compression & Compression Ratio & Readonly
poolo dataset 28.5MiB 107.72 GiB Iz4 34.93x false

Dedup ¢

off

Comments &

Add Zvol
Edit Options
Edit Permissions

Create Snapshot

Fig 6.12: Add new dataset
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Fill in the details of the dataset as shown in Fig 6.13 below.

Name *

Comments

Sync
Inherit (standard) O)

Compression level

Inherit (1z4) - ®

Share Type (2)
O unix
O Mac

Enable Atime

Inherit (on) @
2FS Deduplication

Inherit (off) - ®
Case Sensitivity

Sensitive *®

m CANCEL ADVANCED MODE

Fig 6.13: Adding the details to the dataset

Provide a name to the dataset as well as the Share Type. In this example, the Share Type is
Windows for all the created datasets since they are shared through the SMB protocol.

All the datasets have been created as shown below in Fig 6.14.

poolo a HEALTHY: 31.16 MiB (0%) Used / 107.72 GiB Free A
Name & Type Used Available ¢ [ : Ratio & Readonly & Dedup Comments & @
v pool0 dataset 31.16 MiB 107.72GiB Iz4 33.53x false off

mac01 dataset 17583 KiB 107.72GiB Inherits (1z4) 1.00x false off
mac02 dataset 175.83 KiB 107.72GiB Inherits (Iz4) 1.00x false off
maco8 dataset 17583 KiB 107.72GiB Inherits (1z4) 1.00x false off
mac99 dataset 175.83KiB 107.72GiB Inherits (Iz4) 1.00x false off
win01 dataset 175.83 KiB 107.72GiB Inherits (1z4) 1.00x false off
win02 dataset 175.83KiB 107.72GiB Inherits (1z4) 1.00x false off
win98 dataset 175.83 KiB 107.72GiB Inherits (1z4) 1.00x false off
win99 dataset 175.83KiB 107.72GiB Inherits (1z4) 1.00x false off

Fig 6.14: All the created datasets
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To configure the Permissions of each dataset, the action is shown in Fig 6.15

Name & Type ¢ Used ¢ Available ¢ c s c Ratio & Readonly & Dedup ¢ Comments @
v pool0 dataset 31.16 MiB 107.72GiB Iz4 33.53x false off

mac01 dataset 175.83KiB 107.72GiB Inherits (1z4) 1.00x false off TR

mac02 dataset 175.83KiB 107.72GiB Inherits (1z4) 1.00x false off Add Zvol

mac98 dataset 175.83 KiB 107.72GiB Inherits (1z4) 1.00x false off Edit Options

mac99 dataset 175.83KiB 107.72GiB Inherits (1z4) 1.00x false off

win01 dataset 175.83KiB 107.72GiB Inherits (Iz4) 1.00x false off Delete Dataset

win02 dataset 175.83KiB 107.72GiB Inherits (1z4) 1.00x false off Create Snapshot

xinog8, dataset 1Z5 83 KB, 10772 GiB. heit: 1.00x false off

For the user owned datasets, in Fig 6.16

Fig 6.15: Edit permission of the dataset

P

/mnt/pool0/mac01

ACL Type (?)

O Unix

Windows

O Mac

Apply User (2)
User
user
userA

Apply Group (2)
userB

fLm | »

Group
wheel

[

|:| Apply permissions recursivel) —\,carp)

userW

userY

-

Fig 6.16: Setting the ownership of the dataset

Make user the right owner corresponds to the right path of the dataset. In the example,
/mnt/pool0/mac01 is owned by userC.
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Note that checking the ‘Apply permission recursively’ check box will have a pop-up message as
in Fig 6.17. Applying recursive permission can have effects if there are

Warning

Setting permissions recursively will affect this directory and any others below it. This
might make data inaccessible.

[J confirm CANCEL

Fig 6.17: Setting permission recursively pop-up message

If set, the permission settings of the parent dataset will be inherited by the child datasets, i.e.
sub directories of the main dataset path.

Also note that you can set a quota - a fixed size - for the dataset. Click on the ‘Advanced Mode’
button as in Fig 6.18 below.

Name

(©)
Comments
Syme
Inherit (standard) > ®
Comprassion leve:
Inherit (1z4) @
Share Type (2)
O Unix

Windows

O Mac
Enable Atime
Inherit (on) ~®
28 Deduplicaticn
Inherit (off) O)
Case Sensitivity

@
m CANCEL ADVANCED MODE

Fig 6.18: Dataset Advanced Mode
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Enable Atime

Inherit (on) MO
Quota for this dataset

20 ®ais -
Quota for this dataset and all children

0 @ wiB -
Reserved space for this dataset

0 @ wiB -
Reservad space for this dataset and all childran

0 @ wiB -

Fig 6.19: Setting a fixed size (quota) for the dataset

If the quota is not fixed, then the dataset will assume the available storage capacity of the entire
storage pool and competes with the other datasets for the capacity. It is good practice to set a
quota for the datasets to be shared, because there will be a capacity limit allocated to each
Windows network drive.

For the group owned datasets, the dataset win99 is owned by groupX as in Fig 6.20

Path

/mnt/pool0/win99

ACL Type (?)

O Unix

Windows

O Mec
Apply User ()

User

"o

Apply Group (2)

Group
"o

Apply permissions recursively @

o O

Fig 6.20: Setting group owner for dataset win99

This group ownership practice allows multiple users to be grouped into a specific group which is
assigned to the dataset and share. The advantage of this grouping is to simplify permission
management without creating one user per dataset and share.
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Sharing for Windows Client

Once the dataset has been assigned a permission list, either via user ownership or group
ownership, the dataset is shared via the SMB protocol, with a Share Name.

83 Dashboard

®

counts

Name Path
System

_— No data o display

Network

S Sym— [cns - | n |

Storage

® i » a3 D %

Directory Services.

Apple (AFP) Shares

Unix (NFS) Shares

WebDAV Shares

Fig 6.21: Adding Windows Share

. /mnt/pool0/win01 ®

. /mnt
P
. . mac01
- . mac02
- . mac98
g . mac99
- . win02
. . win98
- . win99

Name
[ use as home share (?)

[J Time Machine (?)

|:| Allow Guest Access @

m CANCEL ADVANCED MODE

Periodic Snapshot Task - @

Fig 6.22: Setting the dataset path and the Share Name
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Select the mounted dataset path and provide a Share Name for the FreeNAS Windows Share. If
the dataset was configured with a Periodic Snapshot, choose the Periodic Snapshot policy.
Periodic Snapshot is discussed in another chapter of this book.

Name Path

win01 /mnt/pool0/win01

win02 /mnt/pool0/win02

win9g /mnt/pool0/win9g

win99 /mnt/poolo/wing9

1-40f4

Fig 6.23: Share Names created with respective paths to the datasets

Mapping shares at the Windows Client

Always make sure that the FreeNAS system is reachable via the network before mapping the
share to the Windows network drive. A simple ping test helps.

Windows Command Proce_ lﬂ]ﬁ

Microsoft Windows [Uersion 6.1.76011] -
Copyright (c> 20809 Microsoft Corporation. All rights reserved.

m

C:\Windows\System32>ping 192.168.1.101

Pinging 192.168.1.1081 with 32 hytes of data:
192.168.1.1081: bytes=32 time<ims TTL=64
192.168.1.1081: bytes=32 time<ims TTL=64
192.168.1.1081: bytes=32 time<ims TTL=64

Reply from 192.168.1.101: bhytes=32 time<{ims TTL=64

Ping statistics for 192.168.1.101:

Packets: Sent = 4, Received = 4, Lost = 8 (Bx loss>.
Approximate round trip times in milli-seconds:

Minimum = Bms, Maximum = Oms, Average = Bms

C:\Windows\System32>
C:\Windows\System32>

Fig 6.24: Testing the FreeNAS system is reachable via the network
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At the Windows File Explorer, select ‘Computer’ and click ‘Map Network Drive’ at the top, as

shown below in Fig 6.25.

——————

@Dv|:‘§ » Computer »

Organize v System properties Uninstall or change a program | Map network drive l Open Control Panel

¢ Favorites 4 Hard Disk Drives (1)

Bl Desktop Local Disk (C:)

& Downloads L J
265 GB free of 465 GB

2 Recent Places
4 Devices with Removable Storage (1)

7 Libraries \\ DVD RW Drive (D:)
B Documents W7SP1_PROFESSIONAL
J’ Music | 0 bytes free of 3.11 GB
[&5] Pictures
B videos

+& Homegroup

Local Disk (C:)
4 DVD RW Drive (D:) W

“ﬂ Network

Fig 6.25: Map network drive

vl e . U

What network folder would you like to map?

Specify the drive letter for the connection and the folder that you want to connect to:

Drive: Ja v ]

Folder: \1192.168.1.101\win01| | v| [(nBrowses

Example: \\server\share \
[ Reconnect at logon [ Universal Naming Convention (UNC) ]

("] Connect using different credentials

Connect to a Web site that you can use to store your documents and pictures.

[ Finish | [ Cancel

Fig 6.26: Assigning L: as network drive with UNC

A network drive, L: is assigned to the FreeNAS Share through the UNC (Universal Naming

Convention) address. The syntax is “\\servername\sharename” as shown in Fig 6.26.

Private and Confidential Property of Chin-Fah, Heoh (chinfah@katanalogic.com)

-101 -



A pop-up message appear for the Windows Client to input username and password to map the

network drive.

Windows Security &

—

| Enter Network Password
Enter your password to connect to: 192.168.1.101

userA l

B

[] Remember my credentials

@ Logon failure: unknown user name or bad password.

[ OK l [ Cancel

Fig 6.27: Username and password to map the FreeNAS share

In the above example, userA is the owner of FreeNAS share ‘win01’ and it is mapped to the L:

network drive.

4 Hard Disk Drives (1)

Local Disk (C:)
T e——
265 GB free of 465 GB

4 Devices with Removable Storage (1)

h\ DVD RW Drive (D:)
W75P1_PROFESSIONAL
- 0 bytes free of 3.11 GB

4 Network Location (1)
win01 (\\192.168.1.101) (L:)

|
- 107 GB free of 107 GB

Fig 6.28: L: network drive mapped
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The multiple user credentials in Window client problem

When you want to map another share from the same FreeNAS system, you are likely to
encounter the problem of permission to write or mapping. An error such as

Windows ;J-c:h

v’ '| The network folder specified is currently mapped using a different user
' name and password.
To connect using a different user name and password, first disconnect

any existing mappings to this network share.

Fig 6.29: Pop-up error when mapping another share with a different user credential

Destination Folder Access Denied &J

You need permission to perform this action

win02 (\\192.168.1.101)
Space free: 107 GB
Total size: 107 GB

Try Again l [ Cancel

Fig 6.30: A second share is mapped but does not have permission to create a new folder or file

This is a normal Windows client behaviour in a Workgroup environment. In a non-Active
Directory setting, the Windows Client rejects a second user credentials. It only allows one user
credential per SMB map for security reasons.

Therefore the second network drive mapping works using the first user credentials (because it is
cached) of the Windows client but it does not give the write permission to create a folder or file
in the second mapped drive.

To overcome this problem, we have to “trick” Windows that there is a “different” FreeNAS

system in the network. We create a hostname alias in the
C:\windows\system32\drivers\etc\hosts file.
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Open this file with Notepad and add in a hostname alias as such

"ll hosts - Notepad
File Edit Format View Help
# Copyright (c) 1993-2009 Microsoft Corp.
#
# This is a sample HOSTS file used by Microsoft TCP/IP for windows.
#
# This file contains the mappings of IP addresses to host names. Each
# entr¥ should be kept on an individual 1ine. The IP address should
# be placed in the first column followed bz the corresponding host namj
# The IP address and the host name should be separated by at Teast one
# space.
#
# Additiona11¥, comments (such as these) may be inserted on individual
# Tines or following the machine name denoted by a "#' symbol.
#
# For example:
#
# 102.54.94.97 rhino. acme. com # source server
# 38.25.63.10 X.acme. com # x client host
# localhost name resolution is handled within DNS itself.
# 127.0.0.1 Tocalhost
# 11 localhost
Y o U

Fig 6.31: Editing the HOSTS file

In the Fig 6.31, the hostname ‘freenas11’ is added.

IMPORTANT: When saving the HOSTS file in Notepad, ensure that it is NOT saved as a .TXT
file. Save with the “All Files” type.

| Save As B
) ) ‘ . » Computer » Local Disk (C) » Windows » System32 » drivers » etc v | 5 ‘ ‘ Search etc Pl |
Organize v New folder = v @

X Favorites *  Name . Date modified Type Size
Bl Desktop || hosts 7/29/2019 9:51 PM Text Document 1KB
& Downloads
= Recent Places
4 Libraries £
3 Documents
J) Music
[&=] Pictures
Videos
& Homegroup
- Computer
£ Local Disk (C)  ~
File name: hosts -
Save as type: [Text Documents (*.txt) v]
l Text Documents (*.td] |
“ Hide Folders O M 2= ] ess

Fig 6.32: Do not save as .TXT file
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Mapping the second share with a different user credentials (after tricking the Windows Client) is
shown below:

S

N\, Q; Map Network Drive

What network folder would you like to map?

Specify the drive letter for the connection and the folder that you want to connect to:

Drive: [ M: v ]
Folder: \\freenasl1\win02 v

Example: \\server\share

["]Reconnect at logon

I Connect using different credentials I

Connect to a Web site that vou can use to store vour documents and pictures.

[ Finish ][ Cancel

Fig 6.33: Mapping with a new set of session credentials

In the Fig 6.33 above, the FreeNAS second share from the same system is linked to the UNC of
\\freenas11\win02 instead of the IP address of 192.168.1.101. The Windows Client will assume
that the second share is from a different FreeNAS system.

Check the box “Connect using different credentials”. Logon with userB and you get 2 mapped
drives, L: and M: respectively, with write permissions.

4 Hard Disk Drives (1)
Local Disk (C:)

- - H )
g/ 264 GB free of 465 GB

4 Devices with Removable Storage (1)

\\ DVD RW Drive (D:)
< 3 W7SP1_PROFESSIONAL
h* 0 bytes free of 3.11 GB

4 Network Location (2)
win01 (\\192.168.1.101) (L:) ) win02 (\\freenasll) (M:)

-

=

-

C = \

-l 107 GB free of 107 GB - 107 GB free of 107 GB

Fig 6.34: Multiple network drives on the Windows Client
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Mounting Remote Drives in MacOS (SMB Protocol)

MacOS mounts the FreeNAS SMB shares via the Finder. At the top menu, select “Connect to
Server ...".

Finder File Edit View G0 | Window Help
Back B[

Select Startup Disk {+31

Favourites

B Recents 0 %F
M Documents %0
@ Desktop %D
© Downloads 8L
@ i {it Home 0 %H
[ Computer {¥8C
% @) AirDrop 0 %R
@ Network 0 8K
& iCloud Drive 88l

0 Downloads # Applications 0 8A
3 Utilities 08U

v/'-\_: Applications
r

- Google Drive

:: Dropbox
<> Recent Folders >

m Desktop Go to Folder... Rt {¢]

: Connect to Server... 8K
iCloud

@ icloud Drive

Locations

Q Chin-Fah,'s MacBook

Fig 6.35: Connect to FreeNAS system

Type ‘smb://192.168.1.101/mac01’ to mount the SMB share from FreeNAS as in Fig 6.36.

Connect to Server

smb://192.168.1.101/mac01|

Favourite Servers:

Browse Connect

Fig 6.36: Mounting the FreeNAS SMB share

Private and Confidential Property of Chin-Fah, Heoh (chinfah@katanalogic.com) - 106 -




{ \ Enter your name and password for the server
m | "192.168.1.101"

— Connect As: Guest

® Registered User

Name: userC

Password:  eeesee

Remember this password in my keychain

Cancel Connect

Fig 6.37: Login with the user credentials

B mac01

B+ v

® maco1 > B Test1

@ mac02 » Bl Test 2
M Macintosh HD

® Network

o Remote Disc

Fig 6.38: The mounted “drives” from FreeNAS SMB shares
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